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ABSTRACT
Programmable switches are a disruptive technology that
has seen increasing adoption in the past decade. Since their
inception, however, there has been tension regarding how
to design these switches. Classic programmable switches
operate at line rate but impose significant limitations on the
expressiveness of their programming models. In contrast,
alternative designs relax the strict line rate requirement but
are more easily programmable. The common belief is that a
switch’s performance and its programmability are at odds.

In this paper, we argue that the tension is elsewhere. Many
applications use the network to coordinate sets of flows
known as coflows, while current switches are designed to
be individual flow directors. We believe that this conceptual
gap—the need to handle coflows rather than independent
flows—is what prevents us from creating expressive and fast
switch designs at once. We introduce a new device we call an
Application-Defined Coflow Processor (ADCP) and discuss
how it starts to bridge this gap.
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1 MOTIVATION
The Reconfigurable Match-Action Table (RMT) switch archi-
tecture has ushered us into a new era of programmable net-
works [4]. For the first time, it demonstrated that hardware-
based switches could be programmed through software and
still perform per-packet operations at line rate. RMT switches
also demonstrated how limited amounts of data lifted from
prior-forwarded packets could be kept on the switch. Us-
ing this feature, known as stateful processing, a switch pro-
gram can resort to past contextual information to make bet-
ter future forwarding decisions. For instance, in a typical
data center switch, a traffic-aware load balancing application
can maintain flowlet-level information lifted from the pack-
ets seen up to that point to make path selection decisions
that avoid congestion through load balancing—all in soft-
ware [20]. Arguably, programmable per-packet operations
and stateful processing are the features that allow one to
encode traditional networking protocols via software.
These same features have also proven beneficial for ap-

plications, allowing cleverly written programs that are not
strictly networking protocols to process packets in more
general-purpose ways [25]. These programs attempt to ma-
nipulate packets based on the their semantics—the reason
they are being sent in the first place—rather than strictly
forwarding them using their destination addresses. Exam-
ples of such application classes that can be offloaded to a
switch abound: caching [19], coordination (e.g., locking [33],
consensus [7], replication [35]), inter-process communica-
tion [22], relational [17, 23, 28] and graph data manipula-
tion [14], and even data aggregation to support machine
learning [9, 26, 34]. The list above is far from exhaustive, and
more complete surveys can be found elsewhere [21].
Having such a wide range of switch applications may

overshadow the challenges developers face in writing them.
Whilemany datamanipulations are possible in RMT switches,
several seemingly trivial ones are currently considered un-
feasible [10]. As a result, the community has been striving to
create switch designs that can support more expressive per-
flow oriented programming models. These resulting archi-
tecture variations range from fully software-based switches
to hardware-based ones with fewer restrictions than RMT.
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Application Coflow Communication Pattern
ML Training and Inference
[9, 26, 34]

The weight calculations in a Machine Learning training scenario are distributed across several
servers. The servers occasionally engage in an all-to-all exchange of these parameters via aggregation.

Database Analytics
[23, 28]

Servers with local storage engage in a pattern of filter-aggregate-reshuffle of data to solve queries over
large amounts of data in parallel.

Graph Pattern Mining
[14]

Large graphs are partitioned across several servers who then engage in a BSP-style communication
exploring increasingly large patterns in the graph at each iteration.

Group Communications
[16]

The switch initiates group data transfer within servers running the same application even if some of
the servers have different NIC capabilities.

Table 1: Example of applications that benefit from programmable switches and rely on coflows

Some studies document these architectural variations thor-
oughly (e.g., [2, 12]) but we summarize them briefly as fol-
lows. Regarding the software-based category, the most no-
table example is arguably BMv2 [3]. These switches replace
the line rate goal with a run-to-completion discipline, which
holds a packet in the switch until an arbitrary length compu-
tation is completed. Regarding the hardware-based category,
Trio [32] is a representative commercially-available exam-
ple that replaces the notion of processing pipelines with
threads. This approach still compromises line rate, even if
to a lesser extent than software-based switches. Before Trio,
dRMT [5] was another hardware-based variation that added
shared memory capabilities on top of an otherwise unaltered
RMT switch. That switch, however, was never commercially
available.

While it may seem reasonable to improve hardware or sac-
rifice line speed in order to perform more or more complex
computations per flow, we believe that basing new architec-
tures on such attempts is bound to achieve limited success.
The reason is that for many relevant applications today, the
flows are not independent (§ 2). These applications run on
interconnected servers and exchange data through several
coordinated flows into what is known as coflows [6]. If a
switch is to be involved in coflow processing, its architecture
needs to accommodate computations that can operate on an
entire coflow as an input, manipulate data scattered across
its component flows, and produce an output coflow that is
different from the input. Various applications that use this
coflow paradigm are presented in Table 1.

To make the above architectural assertion more concrete,
consider parameter aggregation for machine learning train-
ing, arguably one of the most prominent examples of switch
programmability. Every server sends the switch a different
flow containing a vector of machine learning model weights.
The parameter server running on the switch coordinates an
aggregation operation among all participating servers over
the weights, sending out the results in a very different output
flow scheme than the input coflow. RMT switches can imple-
ment a parameter server in some form but, as hinted above,
it can only do so by drastically restructuring the application
to fit the switch [26].

In this paper, we revisit the classic RMT architecture and
propose a new design that embraces the notion of coflows by
lifting several programmability restriction of the classic RMT
model (§ 3). This required addressing several challenges in
different areas of the switch.

The first challenge was allowing applications to organize
stateful data in the switch arbitrarily. The motivation for this
feature comes from the RMT architecture, which forces appli-
cations to segregate packets either according to their input
port or their assigned egress port. Only by using a method
called recirculation the flows can be reshuffled arbitrarily but
at a great bandwidth and application complexity cost. In con-
trast, the ADCP offers a new region, called the global area, in
which applications can easily rearrange coflows arbitrarily
without performance loss (§ 3.1).

The second challenge was to break the notion that a packet
is a unit of information. In most applications listed in Table 1,
a packet holds multiple data elements. For example, in the
parameter server case, a packet carries an array of weights,
each requiring a separate match-action table (MAT). In some
cases, these MATs may each need a table copy, reducing the
effective table sizes the switch can hold. The ADCP architec-
ture supports array processing techniques in packet parsing
and MATs (§ 3.2).
The third architectural challenge involved breaking an-

other fundamental RMT assumption: that increases in port
speeds can be compensated by increasing the clock rate, the
minimum packet size, or both. None of these options are sus-
tainable. Clock rates cannot be increased much further, and
designing for larger packets penalizes applications, which
often transfer little data at a time, e.g., one or a few key/value
pairs. We address this issue through a novel pipeline archi-
tecture that can handle increasing port speeds without com-
promising clock rates and/or minimum packet sizes (§ 3.3).

The proposed ADCP architecture may initially appear to
require a large amount of area for implementation. However,
we have identified several mitigation measures in the design
that can make the architecture feasible. Although the com-
plete ADCP design is still in progress, we can already discuss
these feasibility measures (§ 4).
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The architectural solutions we discuss here are just a sub-
set of what is needed to move past the RMT architectures,
and we suggest how the community can take part in address-
ing them with us (§ 5).

2 BACKGROUND AND RMT LIMITATIONS
We start our discussion by examining specific aspects of the
RMT architecture. The reason for choosing RMT is that, out
of all the available architecture options, RMT is considered
the most established when it comes to processing packets at
a line rate. Throughout our discussion, we will focus on the
specific regions within the architecture that are affected by
the changes we will introduce later in the paper.
The main components of a typical RMT switch are de-

picted in Figure 1. The servers (not shown) are connected to
the switch through n ports, each with a receive (RX) and a
transmit (TX) sides (left and right in the figure, respectively).
The packets arriving at the RX ports are parsed and buffered
independently, and the resulting data from 𝑛/𝑝 ports is mul-
tiplexed into a single ingress pipeline (left MUX symbol in
the figure). Although we show only two ingress pipelines
in the figure (long rectangles on the left), switches with 64
ports tend to have 4 or more.
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Figure 1: RMT architecture and some of its limitations
when it comes to processing coflows

In a sense, a pipeline is to a switch what a CPU is to a
server. However, while CPUs have shared-memory cores
that can communicate freely, pipelines have shared-nothing
stages arranged in a strict sequence. Each stage communi-
cates with the next through large register files called packet
header vectors (PHV) placed between every pair of stages
(bottom insert in Figure 1). The PHV naming is misleading;
its elements are scalars extracted from the packets.
The pipelines run at a given clock frequency f. This fre-

quency is low compared to CPUs, typically ranging from
1.2 to 1.6 GHz. Given that the switch is line speed, the clock
frequency determines the maximum packet rate of a pipeline;

a 1.2 GHz one can process 1.2 Bpps. When data arrives at
the end of the ingress pipeline, it is deparsed into a packet
taking the data modifications into consideration.

The resulting packet is sent to the traffic manager (shown
in the middle of Figure 1). The TM is a switching element
responsible for forwarding the packet to the pipeline to
which its designated TX port is connected. A packet’s egress
pipeline is calculated on the ingress one. The TM can be im-
plemented as a shared-memory area and work as an output-
buffered scheduler [1]. It determines how to forward each
packet via a predefined scheduling algorithm and holds them
until they can be shipped. Note that forwarding a packet may
entail moving it to a different egress pipeline than the ingress
one from which it came.
The egress pipelines function mostly like their ingress

counterparts. The main difference is that, at the end of egress
pipelines, the reconstructed packets are demultiplexed across
𝑛 TX ports (right DEMUX symbol on Figure 1).

As revolutionary as the RMT architecture has been for net-
working protocols and some applications, there are lacking
capabilities that create several issues for other applications,
especially those that process coflows (numbered circles in
Figure 1). We discuss them in turn next.

1○CoflowPipeline Semantic.As briefly noted above, RMT
switches lack an area where coflows data could be organized
arbitrarily. Figure 2 depicts this difficulty. Regarding the
ingress pipelines, coflow data can only be colocated there if
the flows come from ports physically attached to the same
pipeline. The figure shows why coflow 𝑖 and 𝑗 cannot con-
verge on the ingress pipeline.

… …

flows coming from 
far away ports

cannot be access together
on the ingress pipelines

these flows can only converge
on the egress pipeline

but then their egress port 
cannot be further changed

✓
❌

port i: light green flow

port j: dark green flow

Figure 2: Egress-pipeline processing limitations

Flows that need to be processed together could potentially
be sent to the same egress pipeline. However, this choice
comes with limitations. For instance, the resulting flow can
only be output to ports connected to that specific pipeline,
as shown in Figure 2. Further, delaying computations until
the egress pipeline would forego using the ingress pipeline
stages, reducing the total stages involved in the flow’s com-
putation by half.
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Ultimately, having the results of a coflow operation dis-
tributed across RMT egress pipelines predetermines how the
resulting coflows can be sent to the servers. A much better
option would be sending the results to servers independently
of how they are arranged in pipelines.

2○ The need for array support. As also noted above, RMT
switches are designed to handle computations over scalar
values only. The limitation here is that if a packet carries
two or more data elements (e.g., key/value pairs that need
to be aggregated), only one element at a time may be used
as the input of a match-action table or a register. If we need
to match many keys against the same table and those keys
came from the same packet, that table must be replicated.
Figure 3 portrays this scenario.
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Figure 3: Replication due to scalar processing

Because match-action table memory is scarce and having
replicated data would be using it poorly, many RMT appli-
cations design their packet formats to carry scalar values
only. For instance, the only accurate way to create a hash
table over coflows is to use scalar-data packets, to the best of
our knowledge. These single-input packets are often small
and thus have subpar goodput. They also severely limit the
throughput of the operations because, even though current
RMT-based switches have 12.8 Tbps throughput, they can
“only” process 5-6 billion packets per second. The switches,
however, do have 16 match action units per stage. In other
words, requiring an application to go scalar misses a potential
16× performance boost.

3○ Scalability. A third issue with RMT switches we need
to address is loosely related to coflows. The problem is that
increasing port speed in RMT setups can be challenging. To
understand why, let us analyze how increasing the switch
throughput constraints its pipelines’ frequency. The origi-
nal RMT paper proposed a single pipeline of 64x 10 Gbps

ports. This is viable because the combined traffic amounts
to a maximum of around 952 Mpps. Therefore, running this
pipeline at 952 MHz can achieve line speed. As the ports
speed increases, fewer ports can be multiplexed into a single
pipeline, lest its frequencies be kept in check. For instance,
64x 100 Gbps ports can generate just about 9.5 Bpps. Clearly,
a 10 GHz processor is not a viable options in this scenario.
To support faster port speeds, newer switches resort to

a combination of (a) multiplexing fewer ports per pipeline,
(b) using more pipelines, and (c) increasing the assumed
average packet size, which caps the maximum packet rate.
Table 2 illustrates some common compromises to maintain
clock speeds at 1.25 or 1.62 GHz, to pick some arbitrary but
reasonable values.

Switch
Throughput

port speed
(Gbps)

# of
pipelines

ports per
pipeline

minimum
packet (B)

pipeline
freq. (GHz)

640 Gbps 10 1 64 84 0.95
6.4 Tbps 100 4 16 160 1.25
12.8 Tbps 400 4 8 247 1.62
25.6 Tbps 800 8 8 495 1.62
51.2 Tbps 1600 8 4 495 1.62

Table 2: Port multiplexing poor scalability

The table shows that for 100 and 400 Gbps port speeds,
switches needed to increase the minimum packet size and
reduce the number of ports per pipeline but remained viable.
To reach the next level of bandwidth and port speed, the
minimum packet may raise to 495 B, and, even so, only four
1.6 Tbps ports would fit into a 1.62 GHz pipeline. This path
is not sustainable.

The reasonwe bring up issue 3○ is that it seems impractical
to focus on coflow needs in our ADCP architecture without
solving the port speed scalability problem. Fortunately, the
design modifications made by ACDP for coflows have also
made it feasible to tackle the scalability issue.

3 ADCP HARDWARE ARCHITECTURE
The ADCP architecture retains many aspects from RMT,
mainly the ones connected to preserving line rate, but brings
a small number of very fundamental changes that address
the concerns and issues raised above. Figure 4 depicts our
proposed architecture. In the figure, we have highlighted the
proposed changes in red to make it easier to identify them.
The first notable change is the introduction of a second

traffic manager. This change essentially creates a central
pipeline on the switch and gives it properties missing from
both the ingress and egress pipelines. In this central pipeline,
packet data from different flows can be manipulated together
without any of the constraints we discussed previously, ad-
dressing the issue 1○. We call this region of the switch the
global partitioned area (§ 3.1).
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Figure 4: The proposed architecture with modified or
augmented areas in red

The second modification was made at the pipeline level
in response to 2○. We have added a special memory area
in each stage that can be accessed by all the match action
units simultaneously. This memory area allows treating the
previously independent match-action units as a unit capable
of matching an array at once (§ 3.2).
The third modification revolves around demultiplexing

ports into two (or more) pipelines rather than, as in RMT,
multiplexing them. Note that the muxes in Figure 1 appear
as demuxes in Figure 4. This change addresses the scalability
issue 3○ and presents unique scalability opportunities (§ 3.3).

3.1 Global Partitioned State Support
The global partitioned area is created by adding a second traf-
fic manager, forming a central set of pipelines. It is deemed
global because an application can place data across its pipeli-
nes without compromising future forwarding options. As
Figure 5 shows, the first trafficmanager can be used to reshuf-
fle data, for instance, by ranges or hashes over a given data
element on each packet. The second traffic manager can
then forward the data to any egress port, which, as seen in
Figure 2, is impossible with an RMT pipeline scheme.
There is at least one interesting observation and one op-

portunity about this design. The pipelines used here are, just
as in RMT, independent of each other, which is why we con-
sider the area partitioned. Therefore, the application needs to
define the criteria by which the first TMwill forward packets
across the pipelines. The observation is that this criteria is
most likely different from the one used by the second TM.

While the second TM is more likely to behave as a classic
scheduler, the first TM could have better application capabil-
ity. We may want to use the first TM to, for example, impose
an order to packets based on application criteria. This is
not to say that the first TM can do general-purpose sorting,

…

schedule according
to range or hash

schedule according
to egress port

Global Partitioned Area

✓
✓
✓
✓… …

Figure 5: Independent processing and forwarding
thanks to the global partitioned area

but it could keep a sort order while it merges flows that are
themselves sorted. The opportunity is that we can expand
the semantics of what we consider scheduling in the TM.

Using our parameter aggregation application example, this
means that we can place a given weight to aggregate on a
pipeline based on the weight’s ID hash. However, this choice
does not force us to output the aggregated weight to the
port connected to that pipeline. Thanks to the second traffic
manager, we can forward the aggregated weight to any port,
or even to multiple ports.

3.2 Array Support
A global area is useful but does not solve the issue that pack-
ets may carry data arrays, with each array element needing
to be matched against the same match-action table. There-
fore, the ADCP architecture allows a group of match-action
units within a stage to simultaneously match an array of
values. It does so by interconnecting the match table mem-
ory of several match action units. Figure 6 depicts such an
arrangement.
The main challenge with this design is to avoid adding

physical memory to the stages. Instead, we aim to enable
each match-action unit to have its local table memory in
non-array scenarios, while also interconnecting the local
memories to be configured to handle parallel lookups in
array-matching scenarios. This might involve incorporating
a programmable interconnect across the table memories that
could switch between local and array access patterns.
Up until now, we have focused our discussion on func-

tionality improvements, but this array-matching capability
can have tremendous benefits for performance, goodput, and
space efficiency inside the ADCP device. For applications,
the performance of a switch is connected to the rate of keys
rather than the packets it can process. RMT Switches with
12.8 Tbps can handle between 5 to 6 Bpps because of the



HOTNETS ’24, November 18–19, 2024, Irvine, CA, USA Alberto Lerner, Davide Zoni, Paolo Costa, and Gianni Antichi

packet carrying
an array intra-stage

shared table

Match
Action
Unit

table/arr 
memory

P
H
V Se

le
ct

or P
H
VSe

le
ct

or

Stage

Figure 6: Support for array operations via intra-stage
shared memory

compromises made in the name of pipeline clock frequency
(cf. Table 2), and RMT switches force a 1:1 relationship be-
tween keys and packets. Therefore, any application logic
we perform on that switch will be capped at 6 Bops/s. By
supporting 8- or 16-wide array processing, the ADCP archi-
tecture can push that limit by one order of magnitude simply
by allowing the application to pack 8 or 16 keys per packet.

3.3 Faster Ports Support
In the previous sub-sections, we discussed architectural fea-
tures motivated by coflow support. These changes, however,
do not address the scalability issue we previously raised (cf.
Table 2). We need to equip the ADCP platform with the
capability to evolve along with port speeds.
The strategy used by ADCP to address scalability is de-

ceptively simple. Unlike RMT switches, ADCP divides each
port into𝑚 pipelines instead of the other way around. This
means that the traffic in these pipelines runs at 1/𝑚th of the
port speed, allowing them to operate at a significantly lower
frequency. At the end of the egress pipeline, the pipelines
are multiplexed back into high-speed flows. Table 3 shows
the benefits of demultiplexing 800 Gbps and 1.6 Tbps ports
by 1:2.

port speed
(Gbps)

ports per
pipeline

minimum
packet (B)

pipeline
freq. (GHz)

800 8 495 1.62
800 0.5 84 0.60
1600 4 495 1.62
1600 0.5 84 1.19

Table 3: Port demultiplexing examples

Ultimately, the port demultiplexing approach had the po-
tential to future prove this architecture by solving issue 3○.
For instance, consider the upcoming 1.6 Tbps bandwidth

ports. Each of these ports can deliver around 2.38 Bpps using
the smallest Ethernet packet. If we want to retire one packet
per cycle at line speed, we require each pipeline to work at
2.38 GHz. Alternatively, a design may assume that packets
are much larger, as the table shows. This allows having more
ports per pipeline (e.g., 8), but these gains do not hold at
higher speeds when lower multiplexing factors have to be
used (e.g., 4) to keep clock rates at a reasonable level. By
demultiplexing a port at a 1:2 ratio, we can reduce the clock
speed by half, which can mean the difference between an
unfeasible and a practical chip design (§ 4).

Note that port demultiplexing is not without implications.
For instance, parsing still needs to be done at port speed,
but parsing efficiency is linked to the complexity of struc-
ture within packets rather than port speed [11]. Second, as
part of parsing, an application must define how to separate
the packet contents into𝑚 pipelines. For another instance,
demultiplexing ports puts pressure on the traffic manager
to handle a much larger number of pipelines. We anticipate
that this number will increase to 64 in 51.2 Tbps switches
and double for 102.4 Tbps, but this will keep clock rates in
the same range as today’s.

4 FEASIBILITY DISCUSSION
Supporting the features described in the previous section
require packing additional logic in the switch chip. While we
have not completed a full chip design yet, in this section, we
outline some important aspects of such design that will work
in our favor and those that will make it more challenging.
The good news is that a significant portion of the ADCP

architectural elements can run on a clock frequency that is
a fraction of what RMT chips use today. This is important
because most line rate architectures tie the base clock fre-
quency to the maximum packet rate supported (cf. Table 2).
As we discussed in that table, this trend is not sustainable
anymore. In the ADCP, the areas that can benefit from a
lower clock include at least the ingress, central, and egress
pipelines, thanks to the demultiplexing. Once again, trans-
lating the lower frequency into specific benefits requires a
more thorough design, but speculatively, it can lower the
power requirements of the resulting chip. Lower frequency
can also translate into using potentially smaller gates and,
therefore, improving the area requirements. Thus, from a
frequency standpoint, we do not consider this a challenge to
current design practices and fabrication processes.
The first challenge that we instead expect in our design

is that we are connecting many more elements and using a
wider interconnect. The bigger example is the connection
between the traffic managers and the adjacent pipelines. Our
main concern here is routing congestion. In modern digital
integrated circuits, the routing congestion problem occurs
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when a large number of wires are routed in a narrow physical
space and its resolution can significantly delay the sign-off of
the circuit. In general, the routing congestion problemmainly
affects the signal wires because they are routed after the
power delivery and the clock tree networks, and therefore,
they are subject to additional routing constraints.

To ease the routing, modern electronic design automation
(EDA) tools organize the floorplan in a grid of so-called g-cells
and iteratively solve the routing problem using congestion-
driven heuristics where the routing congestion is measured
as the area of each g-cell divided by the area required to
route all the signal wires willing to traverse the cell. Notably,
the routing congestion problem is most likely to occur in the
proximity of heavily shared intellectual property (IP) blocks,
e.g., shared memories, due to the high number of wires that
are expected to be routed to the input-output interface of
the specific IP.
Back to the ADCP design, the traffic managers represent

a possible source of routing congestion. They offer a shared
memory area between the central and the ingress/egress
pipelines. To minimize the congestion, it is important to
avoid monolithic and area-efficient designs for that compo-
nent. Instead, their floorplan should be spread across the lay-
out and interleaved with other logic elements, e.g., pipelines.

Another expected source of design challenges involves the
array processing capabilities as we need to support several
match-action tables (MAT) within a stage to perform parallel
lookups against a unified MAT memory (§ 3.2). We have
several design options in this case. For instance, we can
leverage the lower clock frequency of the pipelines and clock
the MAT table memory at a much higher frequency. If we
wish to support an array width of 𝑛, that memory could
be clocked 𝑛 times faster than the pipeline. The lookups in
this solution would be done one at a time, but thanks to the
clocking difference, we could retire 𝑛 lookups at once from
the point of view of the pipeline.
Naturally, this multi-clock design increases the complex-

ity of the architecture. Furthermore, this design links the
memory frequency with the array width we aim to support,
which could potentially restrict scalability in future versions
of the architecture. Before reaching a decision, we are assess-
ing different area-performance implementations based on
various representative application scenarios.

5 A CALL TO ARMS
The research on programmable switches is at an interest-
ing inflection point. A few years ago, the RMT model went
commercial and gained such attention that a major chip man-
ufacturer acquired the startup behind that effort. Since then,
despite the intrinsic challenges and limitations to support a

broad class of in-network compute applications [10], the re-
search community has been tacitly resistant to investigating
other design alternatives under the assumption that a valid
option was off-the-shelf and new options were unlikely to
be manufactured. However, in an interesting turn of events,
the commercial RMT switches were recently “retired and
discontinued” [15]. The field for replacement technologies
is open, and in the past months, we have already seen a
few proposals from the industry [29, 32] and the research
community [8, 30].

However, all these solutions are still fundamentally offer-
ing the same packet-based abstraction provided by RMT and
networking devices in general. In contrast, we argue that
the recent sequence of events presents a unique opportunity
to go back to the drawing board and re-think the switch ar-
chitecture from the grounds up, explicitly targeting stateful
in-network computation [13, 18, 19, 24, 25, 31] as a first-class
citizen (along with traditional networking operations). In
particular, we should expand the switching capabilities from
simple packet processors to coflow processors that understand
application processing patterns and can bridge the semantic
gap between the applications and the networking world.
We hope the design options explored here resonate with

other colleagues and will spur fertile discussions and inno-
vations across the research community and industry. There
is much to be discussed about the architectural features we
presented and beyond. For instance, we believe intriguing
opportunities can be unleashed when making the scheduler
programmable [27], especially in an architecture like the
one proposed here that heavily relies on multiple shared
memory schedulers. Further, supporting array processing
would require appropriate extensions to the programming
model: understanding how such a new hardware primitive
would impact programmability is an open question we wish
to discuss with the broader community.
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