A Data-Driven Approach to Predict NOx-Emissions of Gas Turbines
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Abstract—Predicting the state of modern heavy-duty gas turbines for large-scale power generation allows for making informed decisions on their operation and maintenance. Their emission behavior however is coupled to a multitude of operating parameters and to the state and aging of the engine, making the underlying mechanisms very complex to model through physical, first-order approaches. In this paper, we demonstrate that accurate emission models of gas turbines can be derived using machine learning techniques. We present empirical results on a broad range of machine learning algorithms applied to historical data collected from long-term engine operation. A custom data-cleaning pipeline is presented to considerably boost performance. Our best results match the measurement precision of the emission monitoring system, accurately describing the evolution of the engine state and supporting informed decision making for engine adjustment and maintenance scheduling.

I. INTRODUCTION

Modern thermal power plants use gas turbines to generate electricity (example in Figure 1) [1].

Heavy-duty gas turbines are capable of running reliably for extended periods of time requiring little to no maintenance. Over time, however, some engine parts may degrade due to the exposure to thermo-mechanical stress and negatively affect the emission level, in turn enforcing maintenance if the emissions surpass the legal permits.

Such maintenance shutdowns are costly, both due to the operative effort and because of production losses during the intervention, and as such are kept to a minimum. Advanced planning and effective decision support may thereby help reducing the associated costs.

During maintenance, the engine operation set-points are adjusted to a configuration featuring lower emissions without negatively affecting output and efficiency that respect the operative envelope of the gas turbine. A model able to accurately predict engine emissions would enable both to optimally plan maintenance timing, and to prescribe an appropriate adjustment of operation set-points to minimize outage duration and frequency.

Compared to the traditional approaches discussed in Section I-A, this paper explores the feasibility of accurately modeling gas turbine NOx emissions using machine learning, based on historical data collected from long-term engine operation. Sections I-B and I-C highlights the challenges of such an approach and the scientific contributions of the paper. Section II introduces our proposed system, with Section III detailing the most successful configurations. Section III-B presents our best results, achieving a precision on par with sensor-level data. Finally, Section IV offers our conclusions.

A. Monitoring and modeling approaches

Continuous Monitoring and Diagnostics (M&D) of engine performance and health is nowadays standard practice to ensure proper and reliable operation of power plants. Most traditional M&D relies on deterministic systems based on physical rules [2]. This comprises both the investigation of long-term performance trends and the detection of anomalies in order to prevent component failure and avoid costly downtime and repair.

Physical approaches are well suited for modeling degradation and failure mechanisms that are known and can be identified through a limited number of measurements. However, they are more difficult to apply to complex degradation modes
and evolving engine characteristics where no pattern is easily discernible at first glance.

The application of performance and emission degradation has been addressed in a series of works based on physical modeling approaches. [3] have applied a thermodynamic model of the engine for reconciliation of the commercial operation data to obtain physically consistent information for a precise assessment of degradation. A semi-empirical NOx emission model has then been identified from engine commissioning data and applied to identify and track degradation at base load [4]. In later work, [5] has consolidated the emission models and extended them to the entire commercial operation range, whereas [6] investigate a similar semi-empirical approach to model thermo-acoustic combustion dynamics. These models provide a detailed understanding of the underlying mechanisms that drive the long-term evolution of combustion behaviour. However, they are relatively cumbersome to set up and maintain. If a detailed physical diagnosis of the behavior is not a primary objective, modern data-based analytics thus bear promise as an alternative, efficient way to enhance combustion monitoring with predictive and prescriptive information.

Such methods have been studied for long in the scientific community, but are still less commonly adopted in industrial practice. An example for gas turbine applications is kernel regression based monitoring of temperature distributions measured at the turbine exhaust, which has shown to be informative on the health status and allows for an early detection of component failure [7].

To our knowledge, applications for emission modeling and monitoring are rare. One example is the investigation of a so-called Predictive Emission Monitoring System (PEMS) based on a neural network, which shall serve as a back-up to cover periods when the measurement-based Continuous Emission Monitoring System (CEMS) is unavailable [8]. The work reported here thus constitutes a scarce investigation of a data-driven approach for predictive emission monitoring, whose accuracy reaches the precision of the CEMS.

B. Challenges

Working with heavy-duty gas turbines historical data poses a set of unique challenges:

- Working with real historical data is challenging relating to data quality: sensor noise, sensor biasing, partial observability, observation aliasing, missing.
- Heavy-duty gas turbines are sophisticated machines working at extreme physical ranges: high sensitivity to minimal changes, noise amplification, unfeasible (imputed) sensors.
- Local environment, working conditions and actual usage history make each engine unique: uniqueness of build, uniqueness of state, local regulations.

We address these challenges as follows:

- **High noise, bias, imputed readings**: we filter outliers first, and use algorithms robust to noise in the modeling;
- **Observation aliasing, missing data**: we chose models with high generalization capability, and efficient training methods requiring less training data;
- **Data separation**: we selected training algorithms with high performance and low training time, making it feasible to train a different, independent model for each engine.

C. Contributions

This paper introduces the following contributions:

- **Data preparation** (Section II-A): we propose a comprehensive data preparation process that enables the application of a broad range of ML algorithms; selecting only data describing normal operation provides an additional performance boost. Counter-intuitively, better results are achieved through smaller training sets, of carefully selected data.
The raw data collected from the engine’s sensors over the years undergoes a tight filtering process: (a) the data is made complete by dropping lines with missing values, (b) noise is lowered by dropping sensor readings outside physical plausibility, and (c) only data pertinent to the task of choice is selected. Only about 10% of the original data is finally used for modeling. The 34 columns mentioned include the 33 model inputs and the target exhaust gas.

- **Comparative study** (Section II-B): we tested a broad selection of machine learning algorithms on our problem. We describe and compare in detail the 12 best performing techniques we tested.
- **High-precision modeling** (Section III-B): our best results achieve a precision comparable to the accuracy of the Continuous Emission Measurement System (CEMS) sensors used in industrial long-term operation.

The next section describes the approach leading to our proposed solution.

II. **SYSTEM OVERVIEW**

The framework we propose features a machine learning model predicting engine emissions based on the engine configuration and current state (as from sensor readings).

The scope and approach is further detailed in the following sections; an overview is presented in Figure 3.

A. **Data preparation**

The initially available data amounts to roughly 500,000 rows per engine. Each row holds readings from 180 sensors of various kinds scattered around the engine, such as air pressure after compressor, fuel flow and temperature, and engine vibrations, just to name a few.

Direct application of machine learning techniques to the raw data has proven unsuccessful (Figure 2), highlighting the need for thorough data preparation. The following describes the processing pipeline we put forward in this paper:

- Based on statistical analysis, a subset of the columns is selected to provide predictors with the least redundancy. The dependency of the targets to predictors, and independence of the predictors from each other, are assessed by means of HSIC [9], which takes all possible linear and nonlinear correlation into account.
- Values corresponding to implausible sensor readings (i.e. negative quantities, temperatures below or above real engine ranges, etc.) are discarded as if missing.
- Rows with missing values are simply removed. We considered alternatively using data imputation, but we established that the remaining, complete data was sufficient to fully train the models.
- Redundant lines (i.e. all values exactly duplicated in another row) are removed. This reduces the training bias towards engine states which are constant in time.
- Since normal engine operation alone is of interest for this study, data recording other engine processes (start up, shutdown, etc.) is carefully selected and discarded as misleading.

The above mentioned process rejects roughly 90% of the original data, culling a mere ~50,000 lines for the modeling phase.

Considering an error margin of 5%, with 95% confidence level and 50% standard deviation of responses, samples of size at least 382 rows are needed for a statistically significant representation of the population (whole data) \(^1\). Own empirical experimentation has confirmed a sample size of 1,000 as ideal for all methods to achieve their best performance, robust to 10% variations.

The data is hence partitioned (no intersection) into 10 training sets of size 1,000, with 1 (common) test set comprising of all the remaining data (~40,000 lines). Since we aim at building a static model (i.e. independent from time), the data constituting each training set is selected randomly (with uniform distribution) across the whole dataset, and then shuffled.

The training sets and the test set are used across all configurations and algorithms without any variation in size, data and order.

B. **Algorithm selection**

Addressing the limitations found in physically rigorous models (Section I-A), our approach is based on machine learning. In particular, regression analysis addresses predicting a real-valued response \( Y = f(X) \) for new values of predictors \( X = (X_1, X_2, ..., X_p) \) \([10], [11] \).

\(^1\)Sample size calculator by Raosoft, inc. Available online at: http://www.raosoft.com/samplesize.html
In the context of this project, three main families of algorithms have been considered:

- **Linear regression methods.** Striving for simplicity, and with the goal of establishing a baseline, the following linear regression methods were applied first: Linear regression [11], Ridge Regression (RR; [12]), Lasso [13], Principal Component Regression (PCR; [14], [15]), Partial Least Square Regression (PLS; [16], [17]).

- **Kernel-based approaches.** Kernelized regression methods are characterized by the usage of kernels. The nonlinear relationship between predictors and outputs is captured in the kernel definition. The following methods were considered: Kernel Ridge Regression (KRR; [18]), Support Vector Regression (SVR).

- **Feed-forward Artificial Neural Networks** [19]. A parametrized generic function approximator is fitted to predict the current emissions based on the current engine state. The following choice of backpropagation algorithms has been tested: Incremental Backpropagation [20], Batch Backpropagation [21], Improved Resilient Backpropagation (iRPROP; [22]), QuickProp [23]. Results shown in III-B come from iRPROP, which in this study consistently achieved best performance. The implementation was based on Fast Artificial Neural Networks (FANN; [24]). Training converged after 20'000 iterations in average.

C. **Parameter cross-validation**

Method-specific parameters were selected based on 10-fold cross-validation. The following are included for reproducibility:

- $\lambda'$ (regularization parameter) in Lasso ($10^{-4}$), RR ($10^{-1}$), and KRR ($10^{-4}$);
- $\sigma'$ (Gaussian kernel standard deviation) in KRR ($10$), $\epsilon$-SVR (1) and $\nu$-SVR (1);
- $\epsilon'$ (margin) in $\epsilon$-SVR ($10^{-2}$), $\nu'$ (number of support vectors) in $\nu$-SVR (0.5); NN: $\lambda$ (learning rate) = 0.7, $\eta_-$ (decrease factor) = 0.5, $\eta_+$ (increase factor) = 1.2, $\Delta_0 = 0.1$, $\Delta_{min} = 0.0$, $\Delta_{max} = 50.0$, and $\mu$ (momentum) = 0, structure $\{in = 33+b, hid = [10], out = 1\}$ (feed-forward, fully-connected), and activation function $\sigma(x) = \frac{1}{1+e^{-x}}$.

The number of principal components in PCR-RE was selected by reconstruction error minimization, and in PLS-VAR by variance maximization.

The next section details the proposed system pipeline, and the results obtained by the different configurations.
III. EXPERIMENTAL SETUP

To predict the engine exhaust based on the engine state, each configuration of algorithm plus parameter set is trained on each of the 10 training sets as described in section II-A. The resulting 10 models per configuration are always tested on the common test set, generating 40'000 predictions. Aggregated configuration results correspond to averages over the ten runs.

All regression methods in this study are applied to standardized data (z-score), except iRPROP which works with scaled data (feature scaling). To see the effect of data normalization, we investigate the result of SVR methods with both scaled and standardized data.

A. Performance measures

Standard Mean Squared Error (MSE) of the residuals can become uninformative when the test targets feature high noise. MSE could be improved by overfitting the highest-magnitude outliers, ignoring the model’s generalization capability. Section I-B discusses why noise of high magnitude is to be expected in this application.

As a complementary measure of performance, we propose scatterplots of predicted versus observed emissions. This allows to intuitively expect clustering along a diagonal line (i.e. \( y = x \)), with cluster thickness proportional to model precision (plus sensor noise). Partial transparency of the dots proportionally reduces the visual impact of outliers. Please note the different plotting scales in Figure 5c: results for \( \nu \)-SVR from plot 5b are added for comparison.

Scatterplots of standardized residuals versus predicted emissions are also presented: a thick line around \( y = 0 \) corresponds to a uniform distribution of the predictions with normally distributed residuals, as expected of unbiased noise. Any other clear pattern would be indicative of yet-unlearned relations in the data.

For simplicity, results on only one of the available engines are shown unless clearly stated. Performance across engines for the proposed methods remains comparable, as shown in Figure 5.

B. Results

Among linear regression methods, Lasso and RR obtained better results than PCR and PLS (respectively), implying that regularizing the regression function based on 1-norm \( \ell_1 \) or 2-norm \( \ell_2 \) is better suited to the data rather than regularization using PCA. PLS has smaller MSE compared to PCR because it uses the set of principle components that are best suited to predict target variance.

Nonlinear regression methods obtained the best results, accentuating the fact that nonlinear relationships between output and predictors exists. Methods that enforce sparsity worked better than non-sparse methods: for instance, SVR is better than KRR, and Lasso is better than RR. This also highlights the importance of variable selection for this task.

Figure 4 presents a boxplot comparing the MSE of different regression methods over 10 experiments. The MSE is consistently low across methods, in the order of \( 10^{-4} \) of scored emissions. Figure 5 shows how comparable results are achieved on other engines.

Figure 6 presents predictions versus observations plots for \( \nu \)-SVR on both scored (6c, “\( \nu \)-SVR”) and scaled data (6d, “S-\( \nu \)-SVR”), and Lasso (6b, as the best performing linear method) and neural networks (trained with iRPROP, 6a) on scaled data.
Even though the MSE of $\nu$-SVR is best, the predictions better align with the observations in iRPROP and S-$\nu$-SVR.

The scatterplot of standardized residuals versus predicted emissions in Figure 7 shows the residuals having a narrow range of $[-1, 1]$ in iRPROP and S-$\nu$-SVR, while $\nu$-SVR residuals mostly fall in the $[-1.5, 0.5]$ range. Comparing to $\nu$-SVR, S-$\nu$-SVR and iRPROP, Lasso shows both worse range $[-2, 1.5]$ and worse MSE (Figure 4b).

The algorithms best performing in our study are feed-forward neural networks trained with iRPROP on scaled data (FFNN+iRPROP), and $\nu$ support vector regression on scored data (S-$\nu$-SVR). Their MSEs are both one order of magnitude larger than other methods (still minor, at $10^{-3}$), but boasting a much tighter clustering around $y = x$ on the predictions vs. observations plot (fig. 6a and 6c). Moreover, the plot of residuals vs. predictions shows normally distributed sensor noise, uniformly spread outliers, and no discernible unlearned patterns (fig. 7a and 7c), implying that the pattern generating the data has been fully learned.

Prediction precision is on the same scale as the expected sensor noise, implying that no better reconstruction can be made without overfitting. Such precision is also deemed sufficient for a live deployment of the application. Both methods train a new model in less than 10 minutes for a single run, easily allowing for daily builds as new data becomes available.

IV. CONCLUSIONS

A model accurately predicting NOx emissions from heavy-duty gas turbines can support informed decisions over engine adjustment and maintenance scheduling. Physically rigorous modeling approaches have found limited application because of the complexity of the involved phenomena and the required effort for model set-up and maintenance in an industrially productive environment.

In this paper, we therefore addressed this problem by applying a selection of machine learning algorithms on carefully prepared data. Our custom filtering pipeline produces complete, low noise, and task-related datasets. We show that our results cannot be reproduced without such thorough preprocessing.

We presented results leveraging a broad collection of machine learning algorithms, ranging from linear regression to neural networks, each assessed on an extensive spectrum of parameter configurations. Comparing the resulting models provides key insight as to the level of sophistication necessary for our application.

Finally, we proposed two methods (FFNN+iRPROP, and S-$\nu$-SVR) capable of reliably training models with the highest feasible precision without overfitting sensor noise. Further analysis shows no unlearned pattern is left in the data. Both methods are comparable in performance and offer short wall-clock running time.
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