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ABSTRACT
Micro-task crowdsourcing is rapidly gaining popularity
among research communities and businesses as a means
to leverage Human Computation in their daily operations.
Unlike any other service, a crowdsourcing platform is in
fact a marketplace subject to human factors that affect its
performance, both in terms of speed and quality. Indeed,
such factors shape the dynamics of the crowdsourcing
market. For example, a known behavior of such markets
is that increasing the reward of a set of tasks would lead
to faster results. However, it is still unclear how different
dimensions interact with each other: reward, task type,
market competition, requester reputation, etc.

In this paper, we adopt a data-driven approach to (A)
perform a long-term analysis of a popular micro-task crowd-
sourcing platform and understand the evolution of its main
actors (workers, requesters, tasks, and platform). (B) We
leverage the main findings of our five year log analysis to
propose features used in a predictive model aiming at deter-
mining the expected performance of any batch at a specific
point in time. We show that the number of tasks left in
a batch and how recent the batch is are two key features
of the prediction. (C) Finally, we conduct an analysis of
the demand (new tasks posted by the requesters) and sup-
ply (number of tasks completed by the workforce) and show
how they affect task prices on the marketplace.
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1. INTRODUCTION
While general data availability increases, its quality is not

necessarily perfect and manual data pre-processing is often
necessary before using it to create value or to support de-
cisions. To this end, outsourcing data-processing tasks like,
for example, image tagging, audio transcription, translation,
etc. to a large crowd of individuals on the Web has become
more popular over time.

To perform such Human Intelligence Tasks (HITs), crowd-
sourcing platforms have been developed. Such platforms
serve as a place where the crowd (workers) willing to per-
form small tasks (so called micro-tasks) in exchange of a
small monetary reward and work providers (also known as
requesters) meet.

The micro-task crowdsourcing market has seen a rapid
growth in the last five years. This is also explained by the
fact that large amounts of data are today available in compa-
nies, which are increasingly seen as a key asset for optimizing
all business processes.

The micro-task crowdsourcing process works as follows.
First, the requesters design the HIT based on their data and
required task. Next, they publish batches of HITs on the
crowdsourcing platform specifying their requirements and
the monetary amount rewarded to workers in exchange of
the completion of each HIT. Then, the workers willing to
perform the published HITs complete the tasks and submit
their work back to the requester who obtains the desired
results and pays workers accordingly.

In this paper, we analyze the evolution of a very popular
micro-task crowdsourcing platform (i.e., Amazon MTurk1)
over a five-year time span and report key findings about
how the market behaves with regards to demand and sup-
ply. Using features derived from a large-scale analysis of
observations made on the platform, we propose methods to
predict the throughput of the crowdsourcing platform for a
batch of HITs published by a given requester at a certain
point in time. This prediction is based on different features
including the current platform load and the task type. Us-
ing this prediction method, we try to understand the impact
of each feature that we consider, and its scope over time.

The main findings of our analysis are: 1) the type of tasks
published on the platform has changed over time with con-
tent creation HITs being the most popular today; 2) the
HIT pricing approach evolved towards larger and higher paid
HITs to better attract workers in a competitive market; 3)
geographical restrictions are applied to certain task types

1http://mturk.com
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(e.g., surveys for US workers); 4) we observe an organic
growth in the number of new requesters who use the plat-
form, which is a sign of a healthy market; 5) we identify size
of the batch as the main feature that impacts the progress
of a given batch; 6) we observe that supply (the workforce)
has little control over driving the price of demand.

In summary, the main contributions of this paper are:
• An analysis of the evolution of a popular micro-task

crowdsourcing platform looking at dimensions like top-
ics, reward, worker location, task types, and platform
throughput.

• A large-scale classification of 2.5M HIT types pub-
lished on Amazon MTurk.

• A predictive analysis of HIT batch progress using more
than 29 different features.

• An analysis of the crowdsourcing platform as a market
(demand and supply).

The rest of the paper is structured as follows. In Section 2,
we overview recent work on micro-task crowdsourcing specif-
ically focusing on how micro-task crowdsourcing has been
used and on how it can be improved. Section 3 presents
how Amazon MTurk has evolved over time in terms of top-
ics, reward, and requesters. Section 4 summarizes the results
of a large-scale analysis on the types of HIT that have been
requested and completed over time. Based on the previ-
ous findings, Section 5 presents our approach to predicting
the throughput of the crowdsourcing platform for a batch
of published HITs. Section 6 studies the Amazon MTurk
market and how different events correlate (e.g., new HITs
attracting more workers to the platform). We discuss our
main findings in Section 7 before concluding in Section 8.

2. RELATED WORK
The objective of this piece of work is to understand and

characterize how a micro-task crowdsourcing platform be-
haves as a marketplace. Thus, we first start by reviewing
related work on human computation and micro-task crowd-
sourcing, before turning to related work on market analysis
and on how to improve crowdsourcing platforms.

Micro-task Crowdsourcing.
Crowdsourcing is defined as the outsourcing of tasks to a

crowd of individuals over the Web. Crowdsourcing has been
used for a variety of purposes, from innovation to software
development [23]. Early crowdsourcing examples leveraged
the fun or community belonging incentives (e.g., Wikipedia)
instead of monetary rewards. Examples of crowdsourcing
systems based on gamification include the ESP game [21]
where players must agree on tags to use for a picture without
the possibility to interact with each other. An extension of
the ESP game is Peekaboom: a game that asks players to
annotate specific objects within an image [22].

In this work, we focus on paid micro-task crowdsourcing,
where the crowd is asked to perform short tasks, also known
as Human Intelligence Tasks (HITs), in exchange for a small
monetary reward per unit. Popular examples of such tasks
include: spell checking of short paragraphs, sentiment anal-
ysis of tweets, rewriting product reviews, or transcription of
scanned shopping receipts.

Micro-task crowdsourcing is often used to improve the
quality of machine-run algorithms in order to combine
both the scalability of machines over large amounts of data
as well as the quality of human intelligence in processing

and understanding data [21]. Many examples of such
hybrid human-machine approaches exist. Crowd-powered
databases [9] leverage crowdsourcing to deal with problems
like data incompleteness, data integration, graph search,
and joins [24, 18, 25]. Semantic Web systems leverage the
crowd for tasks like schema matching [19], entity linking
[4], and ontology engineering [17]. Information Retrieval
systems have used crowdsourcing for evaluation purposes
[1]. Models and paradigm for hybrid human-machine
systems have been proposed on top of crowdsourcing
platforms [15], also including the design of hybrid workflows
[16].

In this work, we specifically focus on micro-task crowd-
sourcing and analyze the dynamics of a very popular plat-
form for this purpose: Amazon MTurk. This platform pro-
vides access to a crowd of workers distributed worldwide
but mainly composed of people based in the US and India
[12]. Many Amazon MTurk workers share their experience
about HITs and requesters through dedicated web forums
and ad-hoc websites [13]. Requester ‘reviews’ serve as a way
to measure the reputation of the requesters among workers
and it is assumed to influence the latency of the tasks pub-
lished [20], as workers are naturally more attracted by HITs
published by requesters with a good reputation.

Because of the complex mechanisms connecting the work-
ers to the requesters and to the platform itself, characteriz-
ing the dynamics and evolution of micro-task crowdsourcing
platforms is key in order to understand the impact of the
various components and to design better human computa-
tion systems. The goal of our work is to understand the
evolution of a micro-task crowdsourcing platform over time
and to identify key properties of such platform.

Market Analysis.
An initial work analyzing the Amazon MTurk market was

done in [12]. Our paper extends this work by considering the
time dimension and analyzing long term trends. Faradani et
al. [7] proposed a model to predict the completion time of a
batch. Our prediction endeavor is however different, in the
sense that we aim at predicting the immediate throughput
based on current market conditions and to understand what
features have more impact than others.

Improving Crowdsourcing Platforms.
In [14] authors give their view on how the crowdsourcing

market should evolve in the future, specifically focusing on
how to support full-time crowd workers. Likewise, our goal
is to identify ways of improving crowdsourcing marketplaces
by understanding the dynamics of such platforms—based on
historical data and models.

Recent contributions on novel crowdsourcing platforms
have proposed methods for identifying the best workers in
the crowd for specific tasks [6, 2]. Given the diverse task
types being published on micro-task crowdsourcing plat-
forms, such functionalities could be used to improve the
work experience of the crowd and the quality of the results
returned to the requesters.

One way to improve the efficiency of the crowdsourcing
process is to use custom HIT pricing schemes. For example,
in [11] authors propose models to set the HIT reward given
some latency and budget constraints. In [5], we studied
how worker retention can improve the latency of a batch by
leveraging varying bonus schemes.
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Our work is complementary to existing work as we present
a data-driven study of the evolution of micro-task crowd-
sourcing over five years. Our work can be also used to sup-
port requesters in publishing HITs on these platforms and
getting results more rapidly.

3. THE EVOLUTION OF AMAZON
MTURK FROM 2009 TO 2014

In this section, we start by describing our dataset and
extract some key information and statistics that we will use
in the rest of the paper.

3.1 Crowdsourcing Platform Dataset
Over the past five years, we have periodically collected

data about HITs published on Amazon MTurk. The data
that we collect from the platform is available at http://

mturk-tracker.com/.
In this work, we consider hourly aggregated data that in-

cludes the available HIT batches and their metadata (title,
description, rewards, required qualifications, etc.), in addi-
tion to their progress over time, that is, the temporal vari-
ation of the set of HITs available. In fact, one of the main
metrics that we leverage (see Section 5) is the throughput
of a batch, i.e., how many HITs get completed between two
successive observations. In Figure 1, we plot the number
of HITs available in a given batch versus its throughput.
An interesting observation that can be made is that large
batches can achieve high throughput (thousands of HITs
per minute).

In total, our dataset covers more than 2.5M different
batches with over 130M HITs. We note that the tracker
reports data periodically only and does not reflect
fine-grained information (e.g., real-time variations). We
believe however that it captures enough information to
perform meaningful, long-term trend analyses and to
understand the dynamics and interactions within the
crowdsourcing platform.

3.2 A Data-driven Analysis of Platform Evo-
lution

First, we identify trends obtained from aggregated infor-
mation over time, keywords, and countries associated to the
published HITs. Each of the following analyses is also avail-
able as an interactive visualization over the historical data
on http://xi-lab.github.io/mturk-mrkt/.

Topics Over Time.
First, we want to understand how different topics have

been addressed by means of micro-task crowdsourcing over
time. In order to run this analysis, we look at the keywords
associated with published HITs. We observe the evolution
of keyword popularity and associated reward on Amazon
MTurk. Figure 2 shows this behavior. Each point in the
plot represents a keyword associated to the HITs with its
frequency (i.e., number of HITs with this keyword) on the
x-axis, and the average reward in a given year on the y-
axis. The path connecting data points indicates the time
evolution, starting in 2009, with one point representing the
keyword usage over one year.

We observe that the frequency of the ‘audio’ and ‘tran-
scription’ keywords (i.e., blue and red paths from left to
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Figure 1: Batch throughput versus number of HITs avail-
able in the batch. The red line corresponds to the maximum
throughput we could have observed due to the tracker pe-
riodicity constraints. For readability, this graph represents
a subset of 3 months (January-March 2014), and HITs with
rewards $0.05 and less.

right) have substantially increased over time. They have
become the most popular keywords in the last two years
and are paid more than $1 on average. HITs with the
‘video’ tag have also increased in number with a reward that
has reached a peak in 2012 and decreased after that. HITs
tagged as ‘categorization’ have been paid consistently in the
range of $0.10-$0.30 on average, except in 2009 where they
were rewarded less than $0.10 each. HITs tagged as ‘tweet’
have not increased in number but have been paid more over
the years, reaching $0.90 on average in 2014: This can be
explained by more complex tasks being offered to workers,
such as sentiment classification or writing of tweets.

Preferred Countries by Requesters Over Time.
Figure 3 shows the requirements set by requesters with

respect to the countries they wish to select workers from.
The left part of Figure 3 shows that most HITs are to be
completed exclusively by workers located in the US, India,
or Canada. The right part of Figure 3 shows the evolution
over time of the country requirement phenomenon. The plot
shows the number of HITs with a certain country require-
ment (on the y-axis) and its time evolution (on the x-axis)
with yearly steps. The size of the data points indicates the
total reward associated to those HITs.

We observe that US-only HITs dominate, both in terms
of their large number as well as in terms of the reward asso-
ciated to them. Interestingly, we notice how HITs for work-
ers based in India have been decreasing over time. On the
other hand, HITs for workers based in Canada have been
increasing over time, becoming in 2014 larger than those ex-
clusively available to workers based in India. We also see
that the reward associated to them is smaller than the bud-
get for India-only HITs. As of 2014, both HITs for workers
based in Canada or UK are more numerous that those for
workers based in India. Overall, 88.5% of the HIT batches
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Figure 2: The use of keywords to annotate HITs. Frequency
corresponds to how many times a keyword was used, and
AverageReward corresponds to the average monetary re-
ward of batches that listed the keyword. The size of the
bubbles indicates the average batch size.

that were posted in the considered time period did not re-
quire any specific worker location. 86% of those which did,
imposed a constraint requesting US-based workers.

Figure 4 shows the top keywords attached to HITs re-
stricted to specific locations. We observe that the most
popular keywords (i.e., ‘audio’ and ‘transcription’) do not
require country-specific workers. We also note that US-only
HITs are most commonly tagged with ‘survey’.

HIT Reward Analysis.
Figure 5 shows the most frequent rewards assigned to

HITs over time.2 We observe that while in 2011 the most
popular reward was $0.01, recently HITs paid $0.05 are get-
ting more frequent. This can be explained both by how
workers search for HITs on Amazon MTurk and by the

2Data for 2014 has been omitted as it was not comparable
with other year values.
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Figure 4: Keywords for HITs restricted to specific countries.
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Figure 5: Popularity of HIT reward values over time.

Amazon MTurk fee scheme. Requesters now prefer to pub-
lish more complex HITs possibly with multiple questions in
them and grant a higher reward: This also attracts those
workers who are not willing to complete a HIT for small re-
wards and reduces the fees paid to Amazon MTurk, which
are computed based on the number of HITs published on
the platform.

Requester Analysis.
In order to be sustainable, a crowdsourcing platform

needs to retain requesters over time or get new requesters
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Figure 6: Requester activity and total reward on the plat-
form over time.

to replace those who do not publish HITs anymore. Figure
6 shows the number of new requesters who used Amazon
MTurk and the overall number of active requesters at a
certain point in time. We can observe an increasing number
of active requesters over time and a constant number of new
requesters who join the platform (at a rate of 1,000/month
over the last two years).

It is also interesting to look at the overall amount of re-
ward for HITs published on the platform, as platform rev-
enues are computed as a function of HIT reward. From the
bottom part of Figure 6, we observe a linear increase in the
total reward for HITs on the platform. Interestingly, we also
observe some seasonality effects over the years, with October
being the month with the highest total reward and January
or February being the month with minimum total reward.

HIT Batch Size Analysis.
When a lot of data needs to be crowdsourced (e.g., when

many images need to be tagged), multiple tasks containing
similar HITs can be published together. We define a batch
of HITs as a set of similar HITs published by a requester at
a certain point in time.

Figure 7 shows the distribution of batch sizes in the period
from 2009 to 2014. We can observe that most of the batches
were of size 1 (more than 1M), followed by a long tail of
larger, but less frequent, batch sizes.

Figure 8 shows how batch size has changed over time. We
observe that the average batch size has slightly decreased.
The monthly median is 1 (due to the heavily skewed distri-
bution). Another observation that can be made is that in
2014 very large batches containing more that 200,000 HITs
have appeared on Amazon MTurk.

4. LARGE-SCALE HIT TYPE ANALYSIS
In this section, we present the results of a large-scale anal-

ysis of the evolution of HIT types published on the Amazon
MTurk platform. For this analysis, we used the definition of
HIT types proposed by [10] in which authors perform an ex-
tensive study involving 1,000 crowd workers to understand
their working behavior, and categorize the types of tasks
that the crowd perform into six top-level “goal-oriented”
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Figure 7: The distribution of batch sizes.
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Figure 8: Average and maximum batch size per month. The
monthly median is 1.

tasks, each containing further sub-classes. We briefly de-
scribe the six top-level classes introduced by [10] below.

• Information Finding (IF): Searching the Web to an-
swer a certain information need. For example, “Find
the cheapest hotel with ocean view in Monterey Bay,
CA”.

• Verification and Validation (VV): Verifying certain in-
formation or confirming the validity of a piece of infor-
mation. Examples include checking Twitter accounts
for spamming behaviors.

• Interpretation and Analysis (IA): Interpreting Web
content. For example, “Categorize product pictures
in a predefined set of categories”, or “Classify the
sentiment of a tweet”.

• Content Creation (CC): Generating new content. Ex-
amples include summarizing a document or transcrib-
ing an audio recording.

• Surveys (SU): Answering a set of questions related to
a certain topic (e.g., demographics or customer satis-
faction).

• Content Access (CA): Accessing some Web content.
Examples include watching online videos or clicking
on provided links.
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4.1 Supervised HIT Type Classification
Using the various definitions of HIT types given above,

we trained a supervised machine learning model to classify
HIT types based on their metadata. The features we used to
train the Support Vector Machine (SVM) model are: HIT
title, description, keywords, reward, date, allocated time,
and batch size.

To train and evaluate the supervised model, we created
labelled data: We uniformly sampled 5,000 HITs over the
entire five-year dataset and manually labelled their type by
means of crowdsourcing. In detail, we asked workers on
MTurk to assign each HIT to one of the predefined classes
by presenting them with the title, description, keywords,
reward, date, allocated time, and batch size for the HIT. The
instructions also contained the definition and examples for
each task type. Workers could label tasks as ‘Others’ when
unsure or when the HIT did not fit in any of the available
options.

After assigning each labelling HIT to three different work-
ers in the crowd, a consensus on the task type label was
reached in 89% of the cases (leaving 551 cases with no clear
majority). A consensus was reached when at least two out
of three workers agreed on the same HIT type label. The
other cases, that is, when the workers provided different la-
bels or when they where not sure about the HIT type, have
then been removed from our labelled dataset.

Using the labelled data, we trained a multi-class SVM
classifier for the 6 different task types and evaluated its qual-
ity with 10-fold cross validation over the labelled dataset.
Overall, the trained classifier obtained a Precision of 0.895,
a Recall of 0.899, and an F-Measure of 0.895. Most of the
classifier errors (i.e., 66 cases) were caused by incorrectly
classifying IA instances as CC jobs.

Performing feature selection for the HIT type classifica-
tion problem, we observed that the best features based on
information gain are the HIT allotted time and reward: This
indicates that HITs of different types are associated with dif-
ferent levels of reward as well as different task durations (i.e.,
longer and better paid tasks versus shorter and paid worse).
The most distinctive keywords for identifying HIT types are
‘transcribe’, ‘audio’, and ‘survey’, which clearly identify CC
and SU HITs.

Using the classifier trained over the entire labelled dataset,
we then performed a large-scale classification of the types for
all 2.5M HITs in our collection. This allows us to study the
evolution of the task types over time on the Amazon MTurk
platform, which we describe next.

4.2 Task Type Popularity Over Time
Using the results of the large-scale classification of HIT

types, we analyze which types of HITs have been published
over time. Figure 9 shows the evolution of task types pub-
lished on Amazon MTurk. We can observe that, in general,
the most popular type of task is Content Creation. In terms
of observable trends, we note that–while there is a general
increase in the volume of tasks on the platform—CA tasks
have been decreasing over time. This can be explained by
the enforcement of Amazon MTurk terms of service, which
state that workers should not be asked to create accounts
on external websites or be identified by the requester. In
the last three years, SU and IA tasks have seen the biggest
increase.
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Figure 9: Popularity of HIT types over time.

5. ANALYZING THE FEATURES AFFECT-
ING BATCH THROUGHPUT

Next, we turn our attention to analyzing the factors that
influence the progress (or the pace) of a batch, how those fac-
tors influence each other and how their importance changes
over time.

In order to conduct this analysis, we carry out a prediction
experiment on the batch’s throughput, that is, the number
of HITs that will be completed for a given batch within
the next time frame of 1 hour (i.e., the DIFF HIT feature
is the target class). Specifically, we model this task as a
regression problem using 29 features; some of them were
used in the previous section to classify the HIT type; we
describe the remaining ones in Appendix A.

5.1 Throughput Prediction
To predict the throughput of a batch at time T , we train

a Random Forest Regression model with samples taken in
the range [T − δ, T ) where δ is the size of the time window
that we are considering directly prior to time T . The ratio-
nale behind this approach is that the throughput should be
directly correlated to the current and recent market situa-
tions.

We considered data from June to October 2014, and
hourly observations (see Section 3.1), from which we
uniformly sampled 50 test time points for evaluation
purposes. In our experiments, the best prediction results,
in terms of R-squared3, were obtained using δ = 4hours.
For that window, our predicted versus actual throughput
values are shown in Figure 10. The figure suggests that
the prediction works best for larger batches having a large
momentum.

In order to understand which features contribute signifi-
cantly to our prediction model, we proceed by feature abla-
tion. For this experiment, we computed the prediction eval-
uation score R-squared, for 1,000 randomly sampled test
time points and kept those where the prediction worked
reasonably, i.e., having R-squared> 0, that is 327 samples.
Next, we rerun the prediction on the same samples by re-
moving one feature at a time. The results revealed that
the features HIT available (i.e., the number of tasks in the
batch) and Age minutes (i.e., how long ago the batch was
created) were the only ones having a statistically significant
impact on the prediction score with p < 0.05 and p < 0.01
respectively.

3http://scikit-learn.org/stable/modules/generated/
sklearn.metrics.r2_score.html
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Figure 10: Predicted vs actual batch throughput values for
δ = 4hours. The prediction works best for larger batches
having a large momentum.

Table 1: Gini importance of the top 2 features used in the
prediction experiment. A large mean indicates a better over-
all contribution to the prediction. A positive slope indicates
that the feature is gaining in importance when the consid-
ered time window is larger.

Feature mean stderr slope intercept
HIT available 29.8606 13.4247 -0.0257 34.4940
Age minutes 12.9087 8.1967 -0.0050 13.8181

5.2 Features Importance
In order to better grasp the characteristics of the batch

throughput, we examine the computed Gini importance
of the features [3]. In this experiment, we varied the
training time frame δ from 1 hour to 24 hours for each
tested time point. Figure 11 shows the contribution
of our 2 top features (as concluded from the previous
experiment, i.e., HIT available and Age minutes) and
how their importances varied when we increased the
training time-frame. These features are again listed in
Table 1, the slope indicates whether the feature is gaining
importance over time (positive value) or decreasing in
importance (negative value).

The most important feature is HIT available, that is,
the current size of the batch. Indeed, as observed by previ-
ous work, larger batches tend to attract more workers [12,
9]. This feature becomes less important when we consider
longer periods, partly because of noise, and because other
features start to encode additional facts. On the other hand,
Age minutes importance suggests that the crowd is sensi-
tive to newly posted HITs, or how fresh the HITs are. To
better understand this phenomenon, we conduct an analysis
on what attracts the workforce to the platform in the next
section.
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Figure 11: Computed feature importance when considering
a larger training window for batch throughput prediction.

6. MARKET ANALYSIS
Finally, we study the demand and supply of the Amazon

MTurk marketplace. In the following, we define Demand as
the number of new tasks published on the platform by the
requesters. In addition, we compute the average reward of
the tasks that were posted. Conversely, we define Supply as
the workforce that the crowd is providing, concretized as the
number of tasks that got completed in a given time window
by the workers. In this section we use hourly collected data
for the time period spanning June to October 2014.

6.1 Supply Attracts New Workers
We start by analyzing how the market reacts when new

tasks arrive on the platform, in order to understand the
degree of elasticity of the supply. If the supply of work
is inelastic, the amount of work done over time should be
independent of the demand for work. So, if the amount of
tasks available in the market (“demand”) increases, then the
percentage of work that gets completed in the market should
drop, as the same amount of “work done” gets split among a
higher number of tasks. To understand the elasticity of the
supply, we regressed the percentage of work done in every
time period (measured as the percentage of HITs that are
completed) against the number of new HITs that are posted
in that period. Figure 12 shows the scatterplot for those two
variables.

Our data reveals that an increase in the number of ar-
rived HITs is positively associated with a higher percentage
of completed HITs. This result provides evidence that the
new work that is posted is more attractive than the tasks
previously available in the market, and attracts “new work
supply”.4

Our regression5 of the “Percent Completed” against “Hits
Arrived (in thousands)” indicates an intercept of 2.5 and a
slope of 0.05. To put these numbers in context: On average,
there are 300K HITs available in the market at any given
time, and on average 10K new HITs arrive every hour. The

4From the data available, it is not possible to tell whether
the new supply comes from distinct workers, from workers
that were idle, or from an increased productivity of existing
workers.
5We use Ordinary Least Squares regression.
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Figure 12: The effect of new arrived HITs on the work sup-
plied. Here, the supply is expressed as the percentage of
HITs completed in the market.

intercept of 2.5 means that 2.5% of these 300K HITs (i.e.,
7.5K per hour) get completed, as a baseline, assuming that
no new HIT gets posted. The slope is 0.05, meaning that
if 10K new HITs arrive within an hour, then the comple-
tion ratio increases by 0.5%, to 3% (i.e., 9K HITs per hour).
When 50K new HITs arrive within an hour, then the comple-
tion percentage increases to 5% indicating that 15K to 20K
HITs get completed. In other words, approximately 20%
of the new demand gets completed within an hour of being
posted, indicating that new work has almost 10x higher at-
tractiveness for the workers than the remaining work that
is available on the platform. This result could be explained
by how tasks are presented to workers by Amazon MTurk.
Workers, when not searching for tasks using specific key-
words, are presented with the most recently published tasks
first.

6.2 Demand and Supply Periodicity
On the demand side, some requesters frequently post new

batches of recurrent tasks. Hence, we are interested in the
periodicity of such demand in the marketplace and the sup-
ply it drives. To look in this, we consider both the time-series
of available HITs and the rewards completed.

First, we observe that the demand exhibits a strong
weekly periodicity, which is reflected by the autocorrelation
that we compute from the number of available HITs
on Amazon Mturk (See Figure 13a and 13c). The
market seems to have a significant memory that lasts
for approximately 7-10 days. This indicates that future
transactions are highly predictable using simple algorithms
[8].

Conversely, and to check for the periodicity in the sup-
ply, we compute an autocorrelation on the weekly moving
average of the completed HITs reward. Figure 13b and 13d
show that there is a strong weekly periodicity effect, as we
observe high values in the range 0-250 hours.

7. DISCUSSION
In this section, we summarize the main findings of our

study and present a discussion of our results. We extracted
several trends from the five years data, summarized as fol-
lows:

• Tasks related to audio transcription have been gaining
momentum in the last years and are today the most
popular tasks on Amazon MTurk.

• The popularity of Content Access HITs has decreased
over time. Surveys are however becoming more popu-
lar over time especially in the US.

• While most HITs do not require country-specific work-
ers, most of such HITs require US-based workers.

• HITs that are exclusively asking for workers based in
India have strongly decreased over time.

• Surveys are the most popular type of HITs for US-
based workers.

• The most frequent HIT reward value has increased over
time, and reaches $0.05 in 2014.

• New requesters constantly join Amazon MTurk, mak-
ing the total number of active requesters and the avail-
able reward increase over time.

• The average HIT batch size has been stable over time;
however, very large batches have recently started to
appear on the platform.

Our batch throughput prediction (Section 5) indicates
that the throughput of batches can be best predicted based
on the number of HITs available in the batch,i.e., its size;
and its freshness, i.e., for how long the batch has been on
the platform.

Finally, we analyzed Amazon MTurk as a marketplace
in terms of demand (new HITs arriving) and supply (HITs
completed). We observed some strong weekly periodicity
both in demand and in supply. We can hypothesize that
many requesters might have repetitive business needs fol-
lowing weekly trends, while many workers work on Amazon
MTurk on a regular basis during the week.

8. CONCLUSIONS
We studied data collected from a popular micro-task

crowdsourcing platform, Amazon MTurk, and analyzed a
number of key dimensions of the platform, including: topic,
task type, reward evolution, platform throughput, and
supply and demand. The results of our analysis can serve
as a starting point for improving existing crowdsourcing
platforms and for optimizing the overall efficiency and
effectiveness of human computation systems. The evidence
presented above indicate how requesters should use
crowdsourcing platforms to obtain the best out of them:
By engaging with workers and publishing large volumes of
HITs at specific points in time.

Future research based on this work might look at differ-
ent directions. On one hand, novel micro-task crowdsourcing
platforms need to be designed based on the findings iden-
tified in this work, such as the need for supporting spe-
cific task types like audio transcription or surveys. Addi-
tionally, analyses that look at specific data could provide a
deeper understanding of the micro-task crowdsourcing uni-
verse. Examples include per-requester or per-task analyses
of the publishing behavior rather than looking at the entire
market evolution as we did in this work. Similarly, a worker-
centered analysis could provide additional evidence of the
existence of different classes of workers, e.g., full-time vs ca-
sual workers, or workers specializing on specific task types
as compared to generalists who are willing to complete any
available task. While a requester-centered analysis would
consider information about the requesters’ reputation, pric-
ing and HIT types.
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(b) Weekly moving average on rewards completed.
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(d) Autocorrelation on moving average of rewards completed.

Figure 13: Computed autocorrelation on the number of HITs available and on the weekly moving average of the completed
reward (N.B., autocorrelation’s Lag is computed in Hours). In both cases, we clearly see a weekly periodicity (0-250 Hours).
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APPENDIX
A. MACHINE LEARNING FEATURES

USED TO PREDICT THROUGHPUT
The following is the list of features associated to each

batch. We used these features in our machine learning ap-
proach to predict batch throughput for the next hourly ob-
servation (see Section 5):

• HIT available: Number of available HITs in the
batch.

• start time: The time of an observation.
• reward: HIT Reward in USD.
• description: String length of the batch’s description.
• title: String length of the batch’s title.
• keywords: Keywords (space separated).
• requester id: ID of the requester.
• time alloted: Time allotted per task.
• tasktype: Task class (as per our classification in 4).
• ageminutes: Age since the Batch was posted (min-

utes).
• leftminutes: Time left before expiration (minutes).

• location: The requested worker’s Location (e.g., US).
• totalapproved: Batch requirement on the number of

total approved HITs.
• approvalrate: Batch requirement on the percentage

of workers approval.
• master: Worker is a master.
• hitGroupsAvailableUI: Number of batches as re-

ported on Mturk dashboard.
• hitsAvailableUI: Number of HITs available as re-

ported on Mturk dashboard.
• hitsArrived: Number of new HITs arrived.
• hitsCompleted: Number of HITs completed.
• rewardsArrived: Sum of rewards associated with the

HITs arrived.
• rewardsCompleted: Sum of rewards associated with

the HITs completed.
• percHitsCompleted: Ratio of HITs completed and

total HITs available.
• percHitsPosted: Ratio of new HITs arrived and to-

tal HITs available.
• diffHits: hitsCompleted-hitsArrived.
• diffHitsUI: Difference in HITs observed from Mturk

dashboard.
• diffGroups: Computed difference in number of com-

pleted and arrived batches.
• diffGroupsUI: Difference in number of completed

and arrived batches observed from Mturk dashboard.

246



• diffRewards: Difference in rewards =
(rewardsArrived-rewardsCompleted).

• DIFF HIT: Number of HITs completed since the last
observation.
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