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Abstract—The requirements arising from ever growing
amounts of data and tight performance constraints as well
as the limitations encountered in improving conventional CPU
performance have led to a proliferation of specialized archi-
tectures involving a wide variety of processor types (GPU,
TPU, DPU, etc.) with processing becoming distributed across all
points of the computing fabric (smart storage, smart memory,
smart NICs, programmable switches, etc.). Examples abound
both in industry and academia of new architectural configu-
rations and hardware accelerators improving different aspects
of a system. These developments raise an important question
that is still open but has not attracted sufficient attention: how
to design data processing engines systems over such highly
heterogeneous and distributed architectures. In this paper we
argue that data management engines on modern hardware
will necessarily be based on data flow designs where processing
happens in a streaming and pipelined fashion across the entire
architecture, a radical departure from existing engines. In the
paper we argue why this will be the case, the advantages of
such designs, and outline a research program to allow data
processing engines take advantage of hardware developments.

1. Introduction

The IT industry is experiencing fundamental changes.
The cloud is the dominant computing platform,with a scale
and service model that represent a major departure form
conventional hardware and software. Emerging applications
from data science such as data analytics, machine learning,
or large language models, are extremely demanding in terms
of the volumes of data involved, the computing resources
needed, and the tight performance constraints. At the same
time, the compute fabric is quickly evolving to cope with
the increasing scale of the cloud and the inadequacy of CPU
based systems for data driven applications [1].

A very visible aspect of these trends is the increasing
amount of specialization at the hardware level [2], spe-
cialization that is driven by the need to cope with the so
called data center tax [3], to accelerate operations that do
not work well on conventional CPUs (e.g., quantized ML
with unconventional number representations [4], [5]), and
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to increase the efficiency of data movement in large scale,
largely imbalanced, and highly disaggregated systems.

Specialization today can be seen in the increasing
amount of computing not done on a CPU but on GPUs,
TPU (Tensor Processing Units), or DPUs (Data Processing
Units) [6], [7]. It is also visible in the way processing is
spreading along the entire compute fabric: smart storage [8],
[9], [10], [11], smart memory [12], [13], [14], [15], smart
NICs [16], [17], programmable switches [18], [19], [20],
[21], and specialized control modules and devices to per-
form relevant operations such as compression, encryption,
or network virtualization [22], [23], [24], [25]. The resulting
picture is one in which processing no longer takes place
on the CPU but in other places of the architecture with a
multitude of active components along the data path.

Existing database architectures are ill suited to these
changes. Relational engines already face many issues in
a cloud setting because of, e.g., virtualization and disag-
gregation [26]. Pre-cloud architectures run in the cloud
under a legacy mode, often explicitly created for them using
systems like disaggregated block storage instead of the cloud
standard object store [27] or directly hosting the entire
hardware/software stack of the database [28]. These systems
have limitations in terms of migration of VMs due to their
very large state, they are not elastic, and are cumbersome
to start—which is not surprising since these engines were
built for the stand-alone server model that goes against the
design principles of the cloud.

As a result, the last decade has seen a flurry of new
database and data processing engines—so called cloud na-
tive—that adapt their architecture in a variety of ways: either
through a redesign that eschews many common database
components (e.g., discarding conventional indexes because
of the way disaggregated storage works [29]) or simply by
focusing on distributed processing over files instead of on
the data management aspects of a typical database engine.

In this paper we argue that neither the cloud native
relational engines nor distributed data processing systems
in use today will remain competitive in the highly disag-
gregated, heterogeneous hardware landscape that is already
commercially available. The main reason is the substantial
data movement these systems produce and the dispropor-
tionate impact it has on performance and efficiency both at
the individual application as well as the data center level.
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Figure 1. Database engines are still designed for the conventional data path
in von Neumann architectures: disk <> memory <> caches <+ registers.

Put differently, conventional database engines are largely
oblivious to data movement and focus instead on optimizing
I/O and keeping as much data as possible in main memory.
These goals are at odds with good cloud architecture prac-
tices, where storage is disaggregated and DRAM is the most
expensive component.

To move forward in the new hardware landscape, data
processing has to radically change. In a nutshell, engines
will have to become data flow engines processing data in
a pipeline, streaming fashion, over a fabric of distributed,
heterogeneous processors. This may entail efforts such as:

o Traditional and new operators will have to be redesigned
to work on data as it flows from the storage to the
network, coming from the network though the NIC, or
from memory to a processing element.

o Query plans will need to include a multitude of operations
that are now standard in the cloud (e.g., compression,
encryption, format transformations), and accommodate
execution models that are very different from the pull-
based Volcano model [30] or its modern variations.

o Query optimizers will have to consider many more plan
options to include the alternatives for offloading of op-
erations along the data path as well as processing on
heterogeneous elements.

o The optimizers will need to consider data movement cost
in a disaggregated setting as a first-class concern when
ranking query plans.

o As the computing unit moves away from the conventional
server towards a larger element (e.g., the rack as being
proposed by developments such as CXL [31]), the avail-
ability of large scale shared memory and massive amounts
of parallelism in the form of processors rather than threads
will force a complete redesign of almost all aspects of data
processing.

2. The Emerging Hardware Landscape

In this section we describe how specialization and dis-
aggregation affect database engines. Later we discuss data
processing along the data movement path using different
elements of a heterogeneous architecture.

2.1. Conventional Hardware

The conventional von Neumann architecture is based
on a processing unit (a CPU as processing and control
unit), memory for the data and instructions, external mass
storage, and interfaces for I/O (Figure 1). Over the years,
different bottlenecks in the architecture have been addressed
by adding new elements such as caches to bridge the
performance gap between CPU and memories. The tech-
nologies for each component have also evolved, e.g., from
slow, magnetic HDDs to modern, Flash-based SSDs devices.
Database engines have reacted to these changes by making
some adjustments without deviating from the central tenets
of trying to keep as much data as possible in main memory.

These databases still run as if they accessed local stor-
age, but in the cloud they request data from other systems.
Fulfilling these requests requires the storage systems to lo-
cate, fetch, decode (for error checking), perhaps decompress,
and then ship data across systems. Clearly, the cost of doing
so is much larger than if the database system was running on
a stand-alone machine requesting data from local storage.

It is fair to say that database engines have been obliv-
ious to the cost changes that moving data in the clouds
entail; typical database systems still move data over “large
distances” prior to process it. In their defense, though, they
try to reduce the amount of data movement by, for instance,
using indexes in conventional engines or zone maps in cloud
native engines to fetch as little data as possible.

Unfortunately, the issues go beyond data movement. If
keeping all data in memory led to simpler architectures,
that would be understandable. However, to achieve high
I/O bandwidth, the database must partition the data. It is
a bit of a contradiction to keep as much data as possible
centralized in memory but operate on it as if the data were
distributed (i.e., in a partitioned fashion). This approach
leads to complex architectures that must deal with separate
caches and creates problems with replication, consistency,
data locality, resource utilization, etc.

The point we make is that databases should and have
evolved to accommodate the changes to what conventional
hardware has become. However, the architecture necessary
to adapt to the heterogeneous character of the cloud hard-
ware are more substantial. Let us look into what these
hardware characteristics are next.

2.2. The Trend towards Disaggregation

What we call the cloud today was initially built on the
conventional hardware described above. However, this plat-
form’s limitations very soon emerged because certain con-
cepts that are important for cloud processing were not in the
picture before. For instance, multi-tenancy and elasticity—
arguably the economic pillars of the cloud—require sepa-
rating storage and computing in different layers connected
through the network. This separation leads to disaggregated
storage, which, in turn, makes I/O much more expensive.
To minimize I/O, users over-provision their VMs with more
memory than needed, leading to stranded memory [32], [33].



Stranded memory unleashes its own snow ball of issues.
It leads, for instance, to adopting disaggregated memory
solutions [34] in an attempt to better remaneuver memory
among users, which makes not only storage remote but also
main memory. Moreover, the need for efficiency and security
to deal with remote memory adds significant overhead in
terms of data serialization, compression, encryption, etc.,
all steps needed in a cloud setting [3].

In short, the trend in the cloud is towards increasingly
disaggregated systems so as to be able to independently
scale each component of the architecture (processors, accel-
erators, NICs, memory, storage) without being bound by any
of them. We see a number of recent technologies to emerge,
such as the unrelenting increases in networking speed—the
only technology whose speed is doubling consistently every
other year—, whose main aim is to support disaggregation.
(Why else would a server chassis need 800 Gbps NICs,
or even the upcoming 1.6 Tbps ones?). Many such signs
indicate that disaggregation is here to stay.

Alas, disaggregation exacerbates the data movement
problem and affects data processing applications in funda-
mental ways. As mentioned above, accessing storage across
subsystems is a factor that many database systems ignore.
Accessing memory across subsystems is also poorly un-
derstood. The cloud providers overwhelmingly use it (e.g.,
[35]), but there has been documented subtle bugs when
database systems adopt it [36]. The reason, we speculate, is
that many database systems still work on a legacy data path
(disk-memory-cache-CPU) and optimize it for hardware that
no longer exists in such form. We argue that database
systems need to embrace specialization, a recommendation
made by others as well [37].

2.3. The Trend towards Specialization

The specialization that the cloud enables creates the
economies of scale that justify large investments in new
hardware replacing or complementing the CPU [2], [22],
[25], [38], [39], [40]. But, not only the CPU is losing its
central place; even the GPU is being replaced or comple-
mented with new types of processors [39], [41], [42].

The demands of Al applications notwithstanding, it is
intriguing to see that data management systems are not
adopting the specialized solutions that the cloud is adopting
for problems that both have. The risk is that future systems
will provide very efficient solutions to what are intrinsic
problems with data movement and distribution in the cloud
but none of them suitable to a data management context.

2.4. Data Processing on Modern Hardware

In view of the growing specialization and disaggregation
at all levels of the architecture, a big gap is appearing
compared to what is happening with data management. Part
of the inertia can be explained by the fact that existing
engines are large pieces of code that are slow to develop,
tune, and deploy. While more and more cloud native engines
are appearing, the market seem to be still dominated by

conventional relational products. And quite a few of these
cloud engines are, to a very large extent, just variations of
well known architectures for distributed databases, e.g., [43].

In the remainder of this paper we argue that a signif-
icant research effort is needed to move data processing to
be on par with current hardware/cloud developments and
trends. The effort is probably similar in scope to the one
invested in making the relational model an efficient basis
for data processing as it requires to completely change
the engine’s internal architecture to reflect the reality of
modern hardware. In what follows we identify four system
components in the architecture (storage, network, memory,
and interconnects) that should be involved in data processing
and outline a number of research questions to address in
each one of them.

3. Processing Near Storage

In the cloud, data resides on the storage layer. Can such
layer do something more than just storing the data?

3.1. Conventional Storage

The first layer to consider when trying to improve the
situation regarding data management in distributed archi-
tectures is the storage. Database engines use indexes to
quickly locate data in the storage layer and, thus, reduce
the amount of data that needs to be brought all way to the
CPU for processing. The block interface of disks makes
indexes efficient only to certain extent but they are better
than having to read an entire table to discard most of it
after it has passed through the I/O bus, the memory, the
caches, and finally reaches the CPU registers.

A great deal of an engine’s infrastructure (and consid-
erable research) has gone into making the process more
efficient through better cache replacement policies, better
indexing, different data and page representations, sizing of
the buffer pool, etc. But these mechanisms simply do not
scale to very large data collections (indexing is actually ex-
pensive and competes with the actual data for bandwidth and
main memory) and are ill suited to a cloud environment with
multiple layers of caching, virtualization, limited network
bandwidth, etc.

3.2. Storage in the Cloud and at Scale

In the cloud, the nature of the storage medium is no
longer visible. File systems and block devices are offered
mostly to support legacy applications. Real cloud storage
entail object stores with a very different interface, data
formats, and performance characteristics. True cloud native
databases (not those who are modifications of conventional
engines) already discard things like indexes as they are of
not much use in this context. They also work on different
data representations, introducing the need for reformatting
the data, as it can be seen in Query-As-A-Service systems
like Google Bigtable or Amazon Athena which work di-
rectly on object storage and do not assume the data is in a



REMOTE DISK

DRAM PROJECTION

LOCAL DISK SELECTION

(used as cache)

COMPUTE NODE ; —

Figure 2. Offloading projection and selection to the remote storage as a
way reduce data movement and optimize network utilization.

given format. Proof that data movement here is of paramount
importance is the fact that these systems charge for the
amount of data read from storage rather than for the actual
computation.

An obvious way to reduce the amount of data that needs
to move from the storage layer to the compute layer is
to move all the filtering stages (projection, selection) to
the storage (Figure 2). Pushing down part of the query
processing to storage is not exclusive to the cloud. It has
been explored in research [9], [11], [44], [45] and systems
like Oracle Exadata use it extensively [28]. However, in
the cloud it can be far more efficient since the processing
infrastructure needed can be shared by all those accessing
the storage layer. At the same time, the economies of scale
make it feasible to develop specialized processors more
efficient than the small CPU cores used in storage servers.

3.3. Research on Smart Storage

A first set of open research questions include identifying
the SQL operators that make sense to push down to the stor-
age layer. Even for simple selection, for what data types does
it make sense to filter them at the storage rather than at the
compute layer? Amazon AQUA [22], for instance, pushed
down the LIKE predicate to process regular expressions as
that has been proven to be more efficient on accelerators
than on a CPU [46]. Keeping in mind that the processing in
the storage layer has to be done in a streaming fashion to
avoid adding latency and copying data, and that probably
has to be mostly stateless to avoid requiring additional
memory, there is also room for designing new non-blocking
and stateless algorithms for standard operators. Similarly,
a certain amount of pre-processing can also be efficiently
done in storage: pre-aggregation, pre-sorting, hashing, etc.
although probably only to parts of the data rather than to
the entire data set. At what granularity does that make sense
and how would operators on the compute layer side change
given these pre-processing stages?

In addition to these algorithmic and data structure design
questions, there are a number of important systems issues to
explore. On the one hand, the architecture of the processor
on the storage is still a wide open questions that needs fur-
ther study (see [47] for an example). Disaggregated storage
is attached to the network and there will be a NIC involved
in sending the data (see below). Should the processing

be combined? Similarly, the support for multi-tenancy and
cost efficiency dictate that the processing capacity might be
limited. What operators make more sense to push down to
obtain the bigger gains? And what would be the nature of
such processor to support as many operators as possible?
Some initial examples exist, e.g., [48] but only for very
specific architectures and much more work is needed to
explore all possibilities.

Lastly, from the engine perspective, the query optimizer
needs to take into account the option of executing part of
the query plan in storage. Moreover, the access methods are
likely to work in a very different way than in conventional
engines since they will be operating on the storage directly.

4. Processing on the Network

Data in the cloud moves across the network. From the
NICs in the machines (compute or storage nodes) through
switches, to the NICs of the receiving nodes. As with the
storage, the question to ask is whether the network can do
more than just move the data.

4.1. Conventional and Cloud Networking

Distributed databases have never paid much attention
to the network. Certainly not as much as domains such
as High-Performance Computing, where additional abstrac-
tions have been built to make it easier to optimize net-
work communication with systems like the Message Passing
Interface (MPI). In the past, the assumption was that the
network would be a TCP/IP stack. Recently, the attention
has shifted to RDMA [49], [50], [51], [52] since, in the
cloud, most of the traffic is RDMA even if it is not yet
available to the cloud user due to security concerns. But
even RDMA is changing since ROCE/RDMA is a translation
of the concepts in Infiniband RDMA which was designed
for supercomputers and not for data centers. An example
is Google’s Falcon [40], intended to replace the underlying
mechanisms of RoCE for an implementation better suited
to data centers and directly supported in hardware.

4.2. Smart NICs

Central to these changes in the network are two aspects.
One is the need of cloud providers to have better support
for network virtualization. This immediately leads to smart
NICs where this functionality can be offloaded instead of
using CPUs for it [25]. The other aspect is the growing use
of accelerators and the bottleneck that having to go through
the CPU represents. For instance, when moving data from
the storage layer to the GPU, conventional network stacks
require to go through the CPU with copies of the data being
made along the way and blocking CPU resources. This has
led to ways to bypass the CPU [53] and also to smart NICs
that can not only communicate directly with the GPU but
also perform processing on the network data stream on the
fly, e.g., NVIDIA’s Bluefield series which terms the devices
as Data Processing Units (DPUs) [54]. Their use in database
engines is yet to be explored.
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Figure 3. Example of a streaming pipeline between NICs with projection
being done directly on storage and hashing done by the receiving NIC.

4.3. Bump-on-the-Wire Accelerators

The widespread use of smart NICs and their growing
availability opens up many opportunities for processing on
the network using the NIC as a bump-in-the-wire accelerator.
For instance, Microsoft’s Brainwave project [4] uses a smart
NIC for a variety of purposes including accelerating key-
value stores [55]. Smart NICs can operate on the data as
it flows from/to the network to another system component
(CPU, memory, or an accelerator). However, while the smart
NIC as well as the processing capacity on the storage node
are potentially shared by many applications, there will be
limitations to what can be done there. The smart NIC on
the receiving side (the compute node) does not have such
tight limitations and could complement the initial steps of
processing with more tailored operations on the data.

4.4. Research on Smart Networking

A first question regarding using smart NICs for data
processing is how to distribute the work between the smart
storage, the smart NIC on the storage layer and the smart
NIC on the compute node. This requires to look at query
plans and operators as a finer degree of granularity and,
potentially, as a set of stages improving on the previous
one. For instance, pre-aggregation could be done first at the
storage layer, once more on the sending NIC, and then again
on the receiving NIC, thereby creating a pipeline of group-
by stages that can achieve more than a single accelerator
and significantly cut down the amount of work needed at
the final stage of processing.

A more contrived but nevertheless interesting idea would
be to perform a join in stages by partitioning one table into
blocks spread across the pipeline and streaming the other
through the three stages. Similar ideas apply to sorting,
hashing, etc. (Figure 3). These questions need to be explored
first at an algorithmic and system level but also from the
point of view of the optimizer that will need to decide where
to perform each operation.

Smart NICs also offer the possibility to implement ex-
change operators that do more than just send data. Smart
NICs can be used to partition the data on the fly, perform
collective communication (scatter-gather, broadcast), and
orchestrate distributed query execution without involvement
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Figure 4. Example of a scattering pipeline to support a distributed, parti-
tioned hash join.

of the CPU (Figure 4). This opens up many possibilities
by delegating the execution of parts of a query plan to the
smart NIC that could potentially complete entire queries
without even involving the CPU or transferring data to the
host memory. For instance, a query returning only a COUNT
can be executed directly on the NIC that simply counts the
data as it arrives and discards it, providing the final results at
the end. Depending on the size of the result, the same could
be done with, e.g., aggregation queries or joins involving a
small table, performing the entire query on the smart NIC.

5. Processing Near Memory

The relationship between traditional database engines
and main memory is perhaps the most outdated among
all the resources. Because of this over-reliance on data
movement, database VMs have little flexibility to have quick
start-up time [56], present poor VM relocation agility [57],
and deal with elastic memory only indirectly [58], to name a
few. Having a dataflow approach where the data is processed
along the path it moves rather than at the end of it would
alleviate all these issues. To understand how, we start by
revisiting the state of affairs between CPUs and DRAM.

5.1. Conventional Memory

The relative performance of CPUs and memory have
evolved quite irregularly. On certain metrics, the evolution
is aligned. Server DRAM capacity, an example of one of
these metrics, has been growing steadily with the addition
of memory controllers at every new CPU socket.

The issue is that CPUs have not been able to seize these
benefits and, in fact, there are stagnant trends when it comes
to moving the data. For instance, the access latency has
not improved between DDR4 and DDRS5, having been at
roughly the same levels during the last years. In addition, a
CPU core’s ability to sustain memory bandwidth has never
reached 100% of what a controller is capable. Historically,
the best rate that a single thread can achieve on a read
workload is 75-85% of the controller’s bandwidth and has
remained constant for a long time [59], [60].



To make matters worse, some important metrics are
even decreasing. CPUs’ computational power has grown
faster than memory bandwidth: CPUs gained 5x power in
GFlops but only 2x bandwidth improvement from 2010 to
2023 [59]. Moreover, the controllers in a typical CPU are
oversubscribed w.r.t. the number of cores. Even though no
single core can saturate a controller, heavy contention would
ensue if even a moderate number of cores on a typical
CPU attempt to issue such a memory-bound workload as
a database system’s.

For these reasons, CPUs have relied on an increasing
number of fast cache layers that attenuate the discrepancy
to DRAM'’s speed, and the sizes of these layers have also
been increasing over the years. Three cache layers have
been the norm, but recently chips reached the market that
can use HBM as a fourth layer [61]. To benefit from this
type of architecture, traditional database systems have been
forced to adopt cache-friendly memory access patterns. This
approach puts tremendous constraints on the system design.

Regardless of the use of caches and many optimizations,
typical database tasks can and often do suffer from cache
faults—not only data but also TLBs faults, which happen
when the physical addresses of too many memory pages
are required during a short period. Cache faults cause CPUs
to stall, waiting a relatively long time (number of cycles) for
data to arrive. Moreover, if the data requested during one of
these faults is not stored in the local DRAM but on a mem-
ory attached to a neighbor CPU socket, there are additional
penalties for higher access latency. The phenomenon, called
Non-Uniform Memory Access (NUMA), is unavoidable in
servers that use two or more CPU sockets—anecdotally, the
large majority of servers available in the cloud.

5.2. Processing In- vs. Near-Memory

Conceptually, the solution is simple; we ought to be
able to move more of the computing capacity to where the
data lies. The rationale is that, by doing so, (a) we alleviate
the CPU by performing some of its tasks in other areas of
the platform, and (b) if the computing that we perform is
reductive, i.e., if the output is smaller than the input, there
would be less data to move along the processing pipeline.
This is the essence of approach we suggest here.

As it turns out, there is a robust body of knowledge
that allows some computations to be executed away from
the CPU and closer to memory. To understand the options,
it helps to have a conceptual view of a typical memory
controller. It is connected to the CPU on one side and to
some memory packages assembled in some form factor, e.g.,
DRAM DIMMs, on the other side. If we change the nature
of the memory packages so that, besides storing data, they
could also perform some operations over them, we call these
methods processing in-memory. If, instead, we change the
controller so that it can operate on the data that it is moving
to and from DRAM, we call these methods processing near-
memory.

In-memory processing typically leverages the very fabric
that interconnects the elemental transistors so that the fabric
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Figure 5. Example of filtering data along the data path from memory to
caches.

itself can perform computations. Describing how this is done
is beyond our scope, but we should mention that some
techniques can embed matrix multiplications [62] or bit-
wise operations [63] into the fabric. As fascinating as these
methods are, they provide a very narrow computing capabil-
ity and their implementation can require special fabrication,
sometimes involving memory types that are yet to reach
commercial maturity, such as Resistive RAMs.

In-memory computing can also take a slightly different
form. It can couple a specialized accelerator unit with the
memory fabric without changing the latter. This approach
gives the accelerator unit a privileged access to memory,
e.g, with a much larger bandwidth than it would be possible
via the data path the CPU uses. Examples of such an
approach exist for HBM memory [64] and DDR4 DRAM
DIMMs [65], the latter being a commercial product. The
accelerator unit attached to memory can offer broader com-
putation capabilities than the techniques that changes the
fabric described above.

This type of in-memory computing has been shown to
benefit analytic database workloads [66], [67]. The draw-
back with this approach is that the accelerator unit may not
know all ongoing memory operations at a given point. Ap-
plications can emit conflicting instructions to the accelerator
and to memory, leaving the memory in an inconsistent state.
For this reason, when using such accelerators, one should
refrain from touching parts of the memory being operated
by the unit, which is a confusing programming model.

In contrast to the previous approaches, processing near-
memory can also perform computation over data that is in
flight but it does so by interposing an accelerator between
the memory controller and the CPU. This approach has
many successful implementations. The Oracle-Sparc M7
was a CPU that housed one such data accelerator together
with the memory controller [68]. The M7 accelerator sup-
ported a handful of database operations such as filters that
could be customized by the database system via software.

Near-memory accelerators can provide a more powerful
computational model because they are not constrained by the
inner workings of the memory packages and do not require
to modify the CPU since they are external to it (Figure 5).

5.3. Disaggregated Memory

Main memory is the second most precious resource in
a data center after computing resources [32]. As such, it



is imperative in cloud settings that memory does not get
stranded in any way because of its physical location [32].
Many attempts have been made to allow an application
running on a given server to somehow read and write to
external memory—memory placed remotely with respect to
that server. Currently, RDMA is the most efficient way to
perform such remote accesses, as discussed above. (How-
ever, we will mention shortly that a new means is emerging
that allows remote memory access with additional benefits.)
Because of this remote placement vis-a-vis a server access-
ing it, this technology is known by disaggregated memory.

Disaggregated memory creates an ideal scenario for
processing near memory because it naturally separates the
CPU on the accessing server and the memory on the exter-
nal server. The added path between the two allows many
different placements for near-memory accelerators that are
naturally decoupled from the CPU. For example, an accel-
erator can very well be coupled with one or both the source
and target NICs. An example of such an approach exists that
shows how to offload query operators on the bottom part of
query plans to NIC-based accelerators [13] . By starting to
execute a query plan near memory, the portion of the plan
and the remaining that that needs to be processed by the
CPU is greatly reduced. Moreover, the accelerator executes
in an efficient, specialized hardware what the CPU would
need to execute via software. This combination of data
reduction and hardware specialization provides performance
gains while reducing resource consumption.

5.4. Research on Processing Near memory

Once again, one of the main open questions is to divide
the work within a data flow among the available accelerators
in the pipeline, as discussed above. We discuss instead a dif-
ferent research question: What kind of hardware functional
units should a near-memory accelerator carry?

Like in the Oracle-Sparc M7 chip, we need an array
of options to filter data, such as by value, range, or via a
provided filtering function. Moreover, it would be interesting
if the possibility existed of keeping data in memory com-
pressed and having the accelerator decompress on demand.
Such a set of functional units would allow the rest of the
pipeline (the cores, aided by the caches) to see only filtered
and uncompressed data [68].

The opportunities do not stop there. Another functional
unit that can be useful for memory access patterns is pointer
chasing. In a CPU-centric architecture, a block of data
containing pointers must reach the CPU before one can
decide which next data block to request. The processing of
the pointer indirection on the CPU requires extensive data
movements, which are inefficient. A pointer dereferencing
functional unit on the memory controller can exist that,
given a data block format and a key (or range), could tra-
verse a hierarchical structure and only send leaf data block
up the pipeline. Put differently, let the memory controller
perform hierarchical data traversals.

Another functional unit that could support critical oper-
ation is one that could perform data transposition. Modern

HTAP engines strive to keep data in a recent or historical
format for processing and make the conversion from the for-
mer to the latter only once. A data transposition functional
unit on the memory controller could help in this conversion.
It could also virtually reverse it by presenting data in a
different format than that in storage. This flexiblity can, to
the very least, allow an HTAP engine more leeway of when
and how to perform data conversions.

Lastly, several database engines perform background op-
erations that are memory-centric such as garbage collection.
A functional unit with fast list primitives could perform
some of these maintenance operations near memory.

6. Processing on Interconnects

Disaggregate memory opens tremendous opportunities,
but by decoupling the CPU and memory controllers, e.g., via
generic network protocols such as RDMA, two great benefits
can be lost: bandwidth and cache coherency. Fortunately,
there are commercial efforts such as CXL [31], NVLink
[69], and InfinityFabric [70] that can support disaggregation
without these disadvantages. To understand how, we start by
briefly introducing PCle, an interconnect protocol that is at
the heart of systems integration.

6.1. Conventional Architectures

PCle is, for all practical purposes, a networking proto-
col [71]. Tt is the de facto standard to connect a server’s CPU
and memory to peripheral devices, such NICs, SSDs, GPUs,
and all sorts of accelerator cards. Unbeknown to most, PCle
can also be used to interconnect two different servers [72]—
more on that shortly. Like memory, PCle evolution has
also been somewhat irregular. It quickly reached its third
generation in 2010, PCle 3, which saw tremendous adoption,
but it somewhat stagnated then.

Not surprisingly, competing interconnect technologies
have surfaced, pushed by the affected parties. NVidia, one
of the companies driving the widespread GPU adoption,
created its own, faster interconnect, NVLink. NVLink is
a closed protocol and remains used exclusively by NVidia
hardware. AMD also pushed a variation called InfinityFab-
ric. That protocol, too, remains closed.

The bandwidth limitations of PCle fragmented the mar-
ket but allowed faster interconnects to appear, which are
fundamental to the data flow architectures we propose here,
but another important element was still missing.

6.2. Beyond PCle

We mentioned above that PCle is a networking protocol.
The statement is correct, but it tells little about the type of
networking that PCle supports. It is, in fact, a memory-
centric networking protocol. In practice, this means that
PCle transport layer packets, called TLP, are typed, i.e.,
each packet type corresponds to a memory operation. In
other words, PCle is a protocol that allows two entities to



access each other’s memory. These entities are typically a
server and peripheral card. The addresses on both entities
are unified by a hardware unit called IOMMU.

The important aspect missing in PCle is that these mem-
ory operations are not coherent. When a peripheral reads
a memory area that is controlled by a server, it effectively
creates a copy of that area. If the server updates any values in
that area, the copy held by the peripheral would be outdated.
Protocols like RDMA and NVMe [73], which use PCle un-
derneath to have the server communicate with, respectively,
a NIC or an SSD, do have shared data structures, but these
structures are designed so that servers and peripherals never
manipulate the same region simultaneously.

Similarly, the lack of coherence has not prevented
database systems from running on disaggregated scenarios.
Consider examples of indices maintained on disaggregated
memory, such as [74] and [75]. They allow several servers to
concurrently access remote memory through a combination
of PCle and RDMA, where the coherence is maintained,
once again, via software—but not without its pitfalls [36].

Some important entities in the Industry were attuned
to the need to operate on remote memory coherently and,
while at it, be able to do so with lower latencies and wider
bandwidths. In 2019, a consortium led by Intel was formed,
whose goal was to draft the evolution of PCle [76]. The
first specification of a new protocol, called Compute Ex-
press Link (CXL), was soon ratified [77]. The protocol has
evolved since and has swallowed many competing efforts,
such as OpenCAPI, CCIX, and Gen-Z.

CXL brought tremendous advantages for our data flow
purposes in at least two ways. First, it forced the evolution
of PCI to its 5™ and 6" generations, doubling the band-
width twice to 64 GB/s (or 128 GB/s bidirectional). The
PCle 7 protocol should be ratified in 2025 and will double
bandwidth again. It does not seem we will lack bandwidth
improvements for the foreseeable future for disaggregated
processing schemes, removing one of the main concerns
about this type of architecture for data processing.

The second advantage of CXL in data flow architectures
is perhaps the most impactful: cache coherency. Applica-
tions do not need to coordinate MRd’s and MRw’s PCle op-
erations, nor built software-based coherence techniques us-
ing RDMA—although they still can since CXL keeps com-
patibility with PCIe in a protocol called cx1.io. In fact,
CXL added brought two additional protocols: cx1 .mem and
cxl.cache. With cx1.mem, the memory on peripherals
and hosts can be unified. The recent addition of Global
Integrated Memory to the protocol allows the memory of
multiple hosts and peripherals to be federated into a single
memory space. With cx1.cache, any device can coher-
ently cache any portion of the memory space.

The coherency need not be maintained by software or
the application; cache coherency is the responsibility of
the hardware. In practice, coherency allows a near-memory
accelerator to operate on the data at the same time as a
CPU core. Consider Figure 5. If the accelerator updates
the memory, e.g., by writing a new value to a database
tuple, any cache holding the modified address will be in-

validated through a series of cxl.cache messages that the
caches and the memory controller would automatically send.
Ultimately, cache coherency expands the design space of
data flow architectures because it allows many active agents
to cache and operate on the latest version of the memory’s
contents simultaneously.

6.3. Beyond Memory Controllers

Another subtle but powerful consequence of implement-
ing the coherency protocol in hardware is that applications
can use it without the need for an API. In the same way
that an application issues a 1oad or a store instruction to
access values from local memory, it can do exactly the same
to access remote memory with CXL. As long as the remote
controller participates in a CXL coherency domain, and as
long as the interconnect can carry the cache invalidation
traffic, the application cannot tell (other than a slightly
higher latency) whether a given portion of the memory is
local or remote.

CXL is not exclusively available to memory controllers.
Any device wanting to cache memory from another device
or offer its memory to the collective can emit and process
cxl.cache and cxl.mem messages, respectively, and
join a CXL coherency domain. There is a growing number
of NICs and SSDs that can support alternative interfaces
this way [78], [79] .

In summary, CXL can blur the server boundaries from
an application point of view with several ramifications we
quickly discuss next.

6.4. Research on Processing on Interconnects

If memory and storage can be disaggregated and ap-
plications can access them through CXL, we can question
whether the way to build a large platform is still through
connecting servers that bundle CPUs, memory, storage, and
networking under the same chassis. A much more flexible
way is to think of computers in terms of racks and populate
the rack with more carefully apportioned resources, i.e.,
build fully disaggregated platforms.

The research agenda involving these platforms are plen-
tiful. We discuss the motivation and alternatives to structure
them towards serving data-intensive systems in much more
detail elsewhere [80]. For now, we note that laying out a
dataflow pipeline over such a disaggregated platform can be
done quite naturally (Figure 6). The advantages of doing so
via CXL are having the hardware take care of coherency and
not requiring special APIs to access external memory. Both
of these benefits greatly reduce the software complexity
necessary to implement the data flows.

7. A New Query Processing Model

Given the above, a design exploiting all possible pro-
cessing steps along the data path will involve the following
pipeline of processing elements: near storage processing,
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processing on the network (sending and/or receiving NIC),
processing on interconnects, processing near memory (Fig-
ure 6). Intuitively, if designed correctly, such an architecture
will optimize data movement and perform operations much
faster than the CPU. However, the key question is what
does it mean to design such a pipeline correctly? How does
a query plan look like in such a system?

7.1. Data Movement on Query Plans

As we shift away from a CPU-centric architecture, it
should not be surprising that the data flow model we propose
here does not rely on having the CPU be the sole responsible
for pulling data. A growing body of work advocates using
the DMA engines along the data path to perform customized
data movement on an application’s behalf since these en-
gines already exist in, e.g., NICs, SSDs, or CPUs.

What we envisage for data movement is a sequence of
queues placed strategically in the pipeline that are connected
via DMA engines. Data is processed in one stage and sent
to the next depending on that stage’s queue availability. This
flow control method is called credit-based and is used, for
instance, in the PCle stack [71]. Credit-based flow control
requires a counter stream of messages from one stage into
the previous, informing about a credit budget (in terms of
space). This type of control flow is easy to implement and
it is low traffic.

Naturally, the queue elements will eventually reach
queues in the compute nodes, and that data will be han-
dled by software. Whether the software pulls one or more
data elements at a time is relevant to the performance of
that stage only—and is completely orthogonal to data flow
architecture. The point here is that moving data within the
last stage of the plan (the compute node) should represent
only a fraction of the work done by the query plan.

7.2. Query Interpretation vs. Compilation

A typical database engine will run a query plan as a
CPU process or thread set. The program can be obtained on
a per-query basis through a compilation process, or it can be
a generic query plan interpreter that takes the query plan as
input. Implicit in a typical database query execution process
is that all hardware access is done through an ISA, i.e., via

software instructions. This is a fair assumption when all the
hardware a plan uses amounts to a CPU.

Some accelerators, however, are programmed directly—
they lack an ISA—, simply by filling a small set of
memory-mapped registers. For example, turning compres-
sion/decompression on and off on a per-flow basis can
be done this way. Such an accelerator needs to provide a
flow identifier and a value for the compression option. The
accelerator can have specific registers for such information.

Other accelerators can be programmed through more
sophisticated ways, depending on how they decide to ex-
pose (or layer abstractions on top of) their functional units.
These accelerators may require a combination of register
activations, as above, in addition to the installation of some
logic—still through other means than an ISA. For instance,
when it comes to operations that require finding tuples on
database pages and perhaps filtering those tuples, registers
can be used to characterize the filter, but parsing logic is
necessary to find where the tuples and relevant attributes
are within a page.

The literature refers to the operational information
passed on to accelerators as kernels. Kernels can be ex-
plicitly coded, as in CUDA kernels for GPU platforms,
but can also be derived through a transformation process,
e.g., via program synthesis [81]. For what we propose here,
whether this process consists of compilation or interpretation
is immaterial. The debate about the merits of each approach
is centered around how CPU efficient the plans generated
by each different methods are. Efficiency in our approach
comes from engaging the accelerators available along the
data path.

7.3. Query Scheduling

The enemy of sustained performance in this environment
is interference. The issue with interference is that when two
or more query plans wish to access a given limited resource,
performance loss can ensue because of the additional work
that (a) the arbitration for the resource may entail and (b) the
overhead of repeating acquisition and relinquishing of the
resource. This is the reason why scheduling is particularly
important on this platform. It is responsible for co-locating
plans on the platform while avoiding interference.

For a scheduling subsystem to effectively guard against
interference, query plans in this architecture should adopt



at least two aspects. First, they should contain several data
path alternatives. The natural ones are a plan that uses every
available accelerator on the data path and a plan entirely
executed on a compute node (a traditional CPU-centric
plan). Ideally, there would be some variations in between.
Given a set of options, a scheduler may decide which plan
variation to activate at runtime.

The second characteristic of a data plan is the ability
to adjust its resource consumption during runtime. The
fundamental resource in this architecture is bandwidth for
data flow. If DMA engines push the data through a large
portion of query plans, the scheduler should be able to rate
limit the bandwidth used. Rate-limiting DMA engines is a
commonplace feature and can take place dynamically.

7.4. No More Buffer Pools

Since the early days of the relational model, an obsession
in data processing engines is keeping data in memory for fast
access. This is the purpose of the buffer pool, which acts as a
main memory cache for the query processing threads. Such
an architecture anchors the engine to a given machine and
makes it difficult to move the workload around and scale
it. In distributed databases, complex protocols implement
a form of shared memory across multiple buffer pools re-
quiring to optimize data- and function-shipping and keeping
track of where the data is located. The approach distributes
the engine but limits its elasticity. In the cloud, the problem
is addressed for OLTP engines by introducing limitations
such as read-only copies and primary-copy approaches [43]
long known form the literature [82]. For OLAP engines, the
solution is to rely on caching layers using main memory or
even customized hardware [22]. Both solutions are highly
inefficient in terms of the memory required, which is the
most expensive component of the data center.

The architecture we propose is the antidote to the main
memory addiction of database designs. As storage and net-
work speeds increase and are complemented with processing
along the data path, engines can potentially completely
operate without a buffer pool and working directly over the
stored data. The idea is not as radical as it might appear
as this is how data-as-a-service systems such as Amazon’s
Athena or Google Bigtable operate (i.e., without a buffer
pool) but lacking an explicit processing pipeline along the
data path. Our approach would minimize the amount of
main memory required for data processing and make it fully
elastic as the compute layer would be stateless.

7.5. No More Data Caches

A similar argument applies to the heavy use of main
memory caches in the cloud to minimize the impact of
disaggregation. Cloud object storage is implemented on slow
disks for cost reasons. And it is accessible through the
network. This all adds latency and it also requires to use
many parallel disks to get a reasonable bandwidth. Caching
is used to shorten the data path and to make access faster
by putting the data on a faster medium (SSDs or memory).

However, this is predicated on the model that the data has to
be brought all the way to the CPU to determine whether it is
actually needed, making the approach highly inefficient. Our
active pipeline model offers a different trade-off: eliminate
caches but fully optimize the data that has to be moved and
process it where the maximum performance advantage can
be obtained (since many operators are faster on the type of
streaming operators we have discussed that on the CPU).
Caching of results would still make sense but there would
be no caching of base tables or raw data.

8. Conclusion

In summary, current trends in specialization and disag-
gregation require to completely redesign our approach to
data processing. Our approach is a design based on the
emergence of multiple processing opportunities along the
data path using processors and accelerators that are being
introduced for other purposes but that could as well hep
with data processing, the key element of the most important
workloads these days. We have motivated such a design and
listed numerous research questions that, when addressed,
will provide key insights for future designs and also help
inform the development and evolution of future hardware.
These research questions constitute a first step towards an
agenda that should lead to innovative engines aligned with
the trends in the IT world.
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