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Comparison of Synthetic Time Series Data Generation Techniques

Work overview:

The rapid explosion of time series data in the recent years has brought a thrive of new time
series analysis methods. Paradoxically, in the industry domains applications, large datasets
are often highly homogeneous, restricting their use in fitting general time series analysis meth-
ods. This raises the need for a more careful evaluation of these methods. This can be done
by simulating a more diverse set of time series data to enable reliable comparisons.

The basic idea behind data generation methods is to create synthetic examples in order to aug-
ment or create a dataset and help learn a model. While a lot of work has been done on data
generation algorithms, less attention has been paid to finding better data generation meth-
ods, specifically for time series data. Some challenges arising from data generation methods
include:

• Data features. While preserving the data features is crucial when generating data, the
features of time series data are not fully utilized in current data generation methods.

• Application task. The data generation methods are task dependent. For example, the
data generation methods applicable for time series classification may not be valid for time
series anomaly detection.

• valuation metric. How to select the right metrics to evaluate the generation remains a
challenge.

The objective of this thesis is to provide a better understanding of the different generation tech-
niques approaches. This can be done by studying the association between each generation
method and its intrinsic data properties (abrupt, seasonal, trendy, etc.), its task application
(classification, anomaly detection, forecasting, etc.), and its evaluation metrics (RMSE, NMI,
AutoCorr, etc.). Such a study could be significantly advantageous for it would help obtain gen-
erated data with optimal quality. The result will be a recommendation method that delegates
the right generation method for a given dataset and application task, as well as the relevant
set of metrics for its evaluation.
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Tasks:

1. Get familiar with time series generation techniques [1, 2, 3, 4, 5, 6, 7] and create a
taxonomy of existing techniques.

2. Analyze time series data and identify their main features.

3. Evaluate generation methods on different time series tasks such as classification,
anomaly detection, and forecasting.

4. Perform an empirical evaluation that studies:

• Features. Identify the features that support a given generation method.

• Application. Identify the application tasks that a given generation method is fit for.

• Data. Identify the types of data that a given generation method performs well on.

• Metrics. Identify the evaluation metrics that are better fit for a given generation
approach.

5. Propose a recommendation method of time series data generation for a given feature or
use case.
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